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It connects to many problems while we will focus on the simulation of QMA(2).
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- Enumerate raw values of $\bigcirc$ terms from a bounded set according to $\vec{w}$. Efficient in both TIME and SPACE.
- Check the validness of the enumerated values by the multiplicative weight update method. Efficient in both TIME and SPACE.
Finally, after fixing the $\bigcirc$ values, all you need to do is the spectral decomposition. Efficient in both TIME and SPACE.
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## Conclusion

In this talk, we provide two algorithms based on the following structures of $\mathbf{H}$.

- The decomposability of $\mathbf{H}$.
- The eigenspace of high eigenvalues of $\mathbf{H}$.

Open Problems:

- Algorithm or Hardness for larger $\delta$.
- Upper bound for QMA(2).


## Question And Answer

## Thank you!

