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Fig. 1. TalkDirector is an interactive system that dynamically integrates a presenter’s video feed into slides during online presentations. We contribute:
(A) VTalk-68, a dataset of 68 presentations with personalized video integration; (B) TalkDirector’s multi-modal pipeline to inference video placement and
size based on speech content, gestures, slides, and scripts; and (C) the TalkDirector interface, which runs automatic speech recognition (ASR), background
segmentation, gesture detection, and the multi-modal inference pipeline, and interactively renders the presenter’s video within the slides.

Effective presentations blend gestures, speech, and slides contents harmo-
niously. However, current tools for embedding presenters into slides often
demand substantial manual effort. We introduce TalkDirector, a novel system
that dynamically renders the presenter’s video feed within slides, optimizing
placement for content relevance, gestures, and layout. Our pipeline leverages
automatic speech recognition, real-time segmentation, gesture detection,
and large multi-modal models to infer the video feed’s placement and size
within the slides. We conducted two workshops (n=5) to understand motiva-
tions and decision-making for video placements in presentations. Further,
we collected VTalk-68, a multimodal dataset of 68 presentations with 20
presenters to gain insights into user preferences for video placements in
various presentation contexts. A user evaluation against a baseline prototype
(n=12) showed that TalkDirector significantly reduces cognitive load and
enhances presentation effectiveness, underscoring the potential of dynamic
video integration to improve online presentations.

CCS Concepts: •Human-centered computing→ Interactive systems
and tools.

Additional Key Words and Phrases: online presentation, videomediated com-
munication, multi-modal models, collaborative work, video conferencing,
augmented communication

ACM Reference Format:
AnonymousAuthor(s). 20XX. TalkDirector: Interactive Integration of Presenter-
Slides for Online Presentations. In Proceedings of the XX, Nov 26–Dec 1,
20XX, XX, XX. ACM, New York, NY, USA, 17 pages. https://doi.org/10.1145/
nnnnnnn.nnnnnnn

XX ’2x, Nov 26–Dec 1, XX, XX
© 20XX Copyright held by the owner/author(s).
This is the author’s version of the work. It is posted here for your personal use. Not for
redistribution. The definitive Version of Record was published in Proceedings of the XX,
Nov 26–Dec 1, 20XX, XX, XX , https://doi.org/10.1145/nnnnnnn.nnnnnnn.

1 INTRODUCTION
Online presentations have become ubiquitous in both academic
and professional settings. While platforms like Zoom and Microsoft
Teams allow presenters to manually overlay their video feeds onto
slides, most presentations rely on fixed layouts due to the additional
cognitive load of manual adjustments. Inspired by TED-style pre-
sentations, where directors dynamically align slides and presenters
based on talk content and body language, we asked: can online
presentations benefit from automated integration of presenters and
slides?
Effective presentations rely on multimodal communication, in-

cluding slides, verbal communication, and nonverbal cues like ges-
tures, facial expressions, and body movements [3, 25]. These cues
emphasize key points, clarify ideas, and keep audience attention
[5, 37]. Research shows that combining verbal and nonverbal sig-
nals enhances audience engagement and emotional response [4, 8].
Therefore, designing an automatic system to dynamically adjust the
video feed can ensure nonverbal cues are highlighted effectively,
improving audience comprehension and engagement. Key design
criteria would include responsiveness to gestures, presentation con-
tents and seamless integration of presenter video feed and graphical
presentation contents. Current works in augmented presentation
often addresses some of these criteria, with presenter video feed as
background and graphical overlays on top. However, these content
over presenter video feed methods don’t quite work with predomi-
nant slide-based presentations, or presentations that require denser
information delivery.

To investigate howmight we augment existing slide-based presen-
tation experiences with dynamic multimodal input from presenters,
we conducted two workshops with five participants experienced in
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presentation video editing to explore their motivations, decision-
making processes, andworkflow patterns. Additionally, we recruited
20 participants for a data collection study, resulting in VTalk-68 (Fig-
ure 1A), a multimodal dataset comprising 68 live talks over various
3 categories comprising of 6 topics, totaling over 275 minutes. Each
participant prepared 3-4 talk in a wide range of topics including
hometown, hobby, tutorial, lectures, research, and inventions. We
compiled the VTalk-68 dataset to include structured data on slide
content, preferred video placements , transcripts, and presenter
gestures, aiming to inform our design and guide future research.
Drawing from insights gained through data analysis and semi-

structured interviews, we developed a presenter-slides layout in-
ference pipeline that computes and adjusts the layout in real-time,
dynamically adapting as the presentation unfolds. This pipeline
takes multi-modal inputs into account, including the presenter’s
speech, hand gestures, and the slide’s scripts, contents (e.g., text,
images, videos), and layouts. Leveraging techniques such as Opti-
cal Character Recognition (OCR) and large multimodal generative
models, the system continuously calculates video positioning, size,
and visibility based on real-time data from the presenter’s speech,
gestures, and the slide material (Figure 1B).

Finally, we present TalkDirector, an online presentation system
that interactively integrates the presenter and slides (Figure 1C).
TalkDirector runs real-time automatic speech recognition (ASR),
background segmentation, and gesture recognition, feeding these
intermediate results to the multi-modal layout inference pipeline
to dynamically position present’s video feed within the slides. We
conducted a comparative evaluation of TalkDirector with 12 par-
ticipants, using a baseline similar to Zoom’s “Slide as Virtual Back-
ground” feature. Our findings indicate that TalkDirector signifi-
cantly reduced the time required to prepare for an interactive pre-
sentation, and participants reported a notable increase in perceived
expressiveness during their presentations. Our contributions in-
clude:

• Design implications derived from patterns identified in
two workshop studies and VTalk-68, a multimodal dataset
of online presentations, highlighting how users integrate
themselves into slides during presentations. These insights
informed the development of dynamic presenter-slide inte-
gration and transitions.

• TalkDirector, a novel interface that enables live-editing of
video feeds into presentation slides, enhancing flexibility and
engagement in online presentations.

• A multimodal framework that dynamically adjusts the
presenter’s video feed based on speech, gestures, and slide
content.

• An evaluation study exploring cognitive load and presenta-
tion effectiveness, along with a user study to evaluate users’
preferences when using TalkDirector.

By open-sourcing our dataset, system, and method1, we aim to
advance research and development in online presentation tools,
contributing to more interactive and effective presentations through
seamless human-AI collaboration.

1GitHub link deducted for anonymity.

2 RELATED WORKS
Our work is inspired by prior literature in gestures, language, and
contents in presentations, as well as recent advances in body-content
interaction in augmented presentations.

2.1 Gestures, Language, and Contents in Presentation
Effective presentations are inherently multimodal, relying on not
only on presentation slides, verbal communication, but also on non-
verbal cues such as gestures, facial expressions, eye contact, and
body movements [3, 25]. Gestures are integral to speaking [27, 31],
and empirical studies have shown that human interpret these mul-
timodal signals as a unified whole in communication [14]. These
multimodal cues help emphasize key points, clarify complex ideas,
and sustain audience attention by directing focus to critical content
areas [5, 37]. Additionally, a great presentation that blends languages
with body gestures can shape how an audience interprets mean-
ing and responds emotionally, directly influencing engagement and
empathy [4, 8]. For example, gestures synchronized with speech
(gestural synchrony) significantly improve content clarity, aiding
cognitive processing for both the presenter and the audience [16].
Eye contact and intentional facial expressions further help main-
tain attention and foster a connection with the audience, both of
which are critical for sustained engagement and information reten-
tion [26]. Dynamic body movements can evoke emotional responses
and create a more immersive experience, leading to deeper audience
involvement [1]. Importantly, body interaction within the presen-
tation space can highlight content transitions or draw attention to
new visual elements [43]. This alignment of body displacements
with contents spatially allows presenters to create a more interactive
and engaging environment, adaptable to both in-person and virtual
settings [12]. Our system aims to increase presenters’ body interac-
tion with contents through dynamically generating the appropriate
video feed placement that spatially aligns with the relevant content.

2.2 Body-Content Interaction in Augmented Presentations
Current remote presentation technologies strive to bridge the gap
between remote and in-person communication, particularly in body-
content interactions – allowing user body to more seamlessly inter-
act with the contents. Augmented presentations have long been used
in classroom educational settings [11, 17, 40, 51], online explana-
tory videos [54] and public presentations [44, 45]. Many augmented
presentations are created through post-production processes [32],
yet with the popularity of livestreaming, video conferencing and
augmented reality, HCI researchers are showing increasing interest
in creating augmented presentations [2, 10, 17, 19, 28, 33]. Here,
we present a unified overview of augmented presentation systems
that seamlessly integrate the user’s body languages with interactive
content.

2.2.1 Interactive Presentations with Presenter as Foreground. While
commercial 2D video conferencing tools like Zoom,Microsoft Teams,
and Google Meet can capture gestures, eye contact, and some body
language, they fall short in terms of conveying body displacements
and spatial dynamics when the presenter is interacting with con-
tents [18, 36, 57]. These platforms mainly emphasize upper body
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Project POC COP Adaptive Input Modality

Tutor In-sight [51] ✓ (avatar) ✓ mouse
Microsoft Teams, Microsoft Cameo, Google Meet [18, 35, 36] mouse & real-world contents
Zoom ‘Slides as Virtual Background’ [57] ✓ mouse
OpenMic [23] mouse
ChatDirector [42] ✓ speech
Charade [2] hand (glove-tracking)
Bringing physics to the surface [55] ✓ ✓ hand
Chalktalk [40] ✓ mouse
RealitySketch [50] ✓ ✓ mouse & real-world objects
RealityTalk [32] ✓ ✓ speech & gestures
Elastica [7] ✓ ✓ pre-defined animations, speech & gestures
Interactive Body-Driven Graphics [46] ✓ ✓ gestures & postures
Augmented Chironomia [19] ✓ ✓ gestures
ARCADE [49] ✓ ✓ hand
ThingShare [24] mouse
Matulic et al., [33] ✓ ✓ gestures & slide elements
Our Work ✓ ✓ gestures, speech, slide content (layout, elements, sequence, contexts)

Table 1. This table categorizes related works on online-presentations based on the following criteria: whether they integrate the presenter’s video over content
(Presenter Over Content: POC), whether they overlay content on the presenter’s video (Content Over Presenter: COP), whether they are adaptive,
meaning they can dynamically adjust layout, content placement, or presentation style in response to the presenter’s actions or content context without
manual input, and lastly, the input modality that determines UI placements in the online presentation system.

and facial expressions, which work for some non-verbal cues. How-
ever, key aspects like body-content interactions, such as moving
around to emphasize points or physically engaging with content are
often overlooked, leading to a less natural communication experi-
ence [22]. Although body-content interaction in 3D can not be fully
replicated in 2D video conferencing, researchers found presentation
can be improved through dynamically resizing, repositioning, and
seamlessly integrating the presenter’s video feed with the content
as background. Friedland et al. [15] highlight that separating slides
from the presenter’s video, which shows facial expressions and ges-
tures, leads to a split-attention effect. To enhance the connection
between content and the presenter’s gestures, they propose extract-
ing and overlaying the presenter directly onto the presentation feed,
improving cognitive association between visual cues and spoken
information. Ellis et al. [13] found that the size of the instructor’s
video feed in online lectures affects students’ perceived closeness
to the instructor. Larger video sizes create a stronger impression
and lead to better learning performance. Zhang et al. discovered
instructor’s presence and location on screen, in particular on the
right side of the screen increases learning performance and satis-
faction in students [56]. Recently, commercial tools like Zoom have
enabled presenters to integrate and adjust video feed size and posi-
tion with features like ’Slides as Virtual Background.’ [58] However,
these adjustments require manual resizing and positioning without
context-aware adaptations, or occlusion handling, imposing a high
cognitive load [57]. Similarly, Microsoft Cameo allows users to in-
sert their video feed in slide editing software, as a preparation tool
for presentations rather than live augmented presentation tool [35].
The ’Dynamic View’ feature in Microsoft Teams automatically op-
timizes the layout of shared content and participant video feeds
based on interaction patterns in the. However, it lacks automated
adjustments specifically for the presenter’s video feed, requiring
manual intervention for optimal placement [36]. HCI researchers
have also explored manipulating video feeds in multiparty video

conferences. Hu et al. proposed dynamically resizing participants’
video feeds to represent proxemic metaphors during conversational
floor transitions in video conferencing [23]. ChatDirector generates
users’ video feeds into 3D portrait avatars and proposes a pipeline
to render them in a virtual 3D space for space-aware attentional
transition [42]. Other works in HCI explored systems such as emu-
lating writing side-by-side on a physical whiteboard with gesture
content coupling [21]; using hand gestures to manipulate and simu-
late physics in presentations [55]; integration of presenter avatars
with their presentation content, allowing full gestural manipulation
of presentation elements [33]. Our system builds on these insights
to enhance communication by adaptively render the presenter’s
video feed over slide backgrounds, using multimodal inputs ranging
from including slide content, presenter gestures, and speech.

2.2.2 Interactive Presentations with Dynamic Graphical Overlays on
Presenter. Instead of manipulating presenters video feeds as fore-
ground and slide contents as background, another type of interactive
video presentation uses presenter video feeds as background and
seamlessly integrate content as graphical overlays. For example,
Chalktalk allows users to create sketches and can be later animated
via mouse gestures [40]; RealitySketch introduces a way to bind
sketches with physical objects in dynamic and responsive ways [50].
Beyond mouse and pens, researchers have explored ways to use
presenter body to interact with graphical overlays, work such as
Tutor-Insight have been usingMR avatars with auto-generated body
language to direct student’s attention in classroom settings [51];
Interactive Body-Driven Graphics proposes ways for presenters to
interact with the graphical elements in real-time with gestures and
postures [46]. Hall et al., combined dynamic charts overlaid on pre-
senter’s video feed and allowed presenter’s bimanual manipulation
for expressive movements in communicating numerical data [19]. In
ThingShare, users are able to create digital copies of objects in the
video feeds and interact with it with gestures [24]. Researchers have
also proposed speech-driven system that augments presentation
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Fig. 2. Mock-ups exploring users’ decision-making processes and workflows
in dynamic presenter video feed generation, based on adaptation level.

with visuals like texts, titles and images that can be interactively
prompted, moved, manipulated [32], and with dynamic predefined
graphic animations to real-time speech and gestures [7], as well as
augmenting presenter integration with 3D holographic objects [49].
Beyond digital presence of content and presenter, dynamic graph-
ical overlays on the presenter has also been explored in the same
physical space using holography [28, 29].
While these systems enhance expressive presentation experi-

ences, very few of them adapt with multimodal inputs – such as
presenter’s speech, hand gestures, slide contents and layouts at the
same time. In addition, they lack interaction capabilities specifically
with slide content and are more geared towards adding graphical
elements (eg. image overlays, animations, text overlays, dynamic
data visualisations) on top of presenter video feeds. Since in most
existing online presentations and face-to-face presentations, slides
play a crucial role in conveying contents, having information only
as overlays can be a limitation in information-dense presentations
where emphasizing key figures, images, and text is critical.

3 WORKSHOP STUDY
We conducted an expert workshop study to gain insights into user
motivations, decision-making processes, workflows, and challenges
regarding editing online presentations with the presenter’s video
feed. The study was organized as two sessions of semi-structured
interviews.

3.1 Participants and Procedure
We recruited five participants who have experience in creating
online presentation videos where the speaker’s video feed is edited
in size and/or position alongside their slides. The semi-structured
interviews lasted 60-90 minutes and were conducted via Zoom.
Participants received a $10 compensation and provided informed
consent for audio and video recording.

In the first session (40-50 minutes), we focused on understanding
the problem scope and context. We explored participants’ moti-
vations for integrating video feeds into their presentations, their
preparation processes, preferences for video feed placement and siz-
ing, interactions with slide content, general challenges, and desired
features for an ideal tool.

In the second part (20-30 minutes), we gathered feedback on four
mock-up designs of automated suggestion tools for presentation
video feed editing, each representing a different level of human-AI
automation. The least automated version allows users to manually
drag and zoom their video avatar. In the semi-automated mock-up,

the AI suggests avatar position/size in a suggestion panel with-
out direct placement, allowing users to select their preferred op-
tion. The more-automated mock-up depicts user with the top-1
suggested avatar position/size, while allowing users to change the
choice. The fully automated version gave the AI full control over the
avatar’s placement and size. Participants were interviewed about
their preferences and comments on these mock-ups as live-editing
and post-editing tools, and their desired level of shared control
during presentation editing.

3.2 Results and Design Insights
Two researchers organized and analyzed participants’ responses
with the affinity diagram approach. Our key findings are as follows:

3.2.1 Rehearse, record, and edit presentations. Participants expressed
a strong interest in utilizing the proposed mock-ups for rehearsing,
recording, and editing presentations. One participant (P4) compared
the tool to PowerPoint’s designer suggestions, stating that it "gives
me some inspiration," highlighting the potential of the mock-ups
to spark creative ideas during the preparation process. P4 further
suggested an approach where the "1st pass [is] fully automated
and then tweak from there," indicating a preference for a system
that offers an initial automated draft that can be refined manually.
Another participant (P2) emphasized recording video feeds during
presentation video editing feels "like a more familiar, more cozy
type of presentation" and closely replicates the experience "on the
presentation day".

3.2.2 Highlight contents with speech and gestures. Participants em-
phasized the critical role of highlighting content through both
speech and gestures, noting that gestures, in particular, occur nat-
urally during presentations. One participant (P3) remarked that
gestures "add some personal aspect" to the presentation, suggesting
that using more gestures is especially effective when "the focus
is on the speaker." Another participant (P5) expressed interest in
incorporating gestures into digital presentations, stating, "if there
are ways of deriving how my gestures are in an actual presentation,
and if I can get the help of those gestures in my PowerPoint presen-
tation, then I think I would definitely rely on those." They further
emphasized the importance of gestures in conveying complex ideas,
such as texture, noting that "to show a texture, it’s better than to
describe a texture." Additionally, P1 reinforced the naturalness of
gestures, stating, "Yeah, I think it’s more natural. I don’t plan. I have
the gestures," highlighting that these movements are an instinctive
part of their communication style.

3.2.3 Simple all-in-one software workflow. Participants frequently
encounter challenges when switching between multiple software
tools during the presentation preparation process, underscoring
the need for a simplified, all-in-one editing solution to minimize
distractions. They emphasized the importance of an integrated tool
that could streamline their workflow and reduce the complexity of
post-editing tasks. One participant (P1) described the cumbersome
process of constantly adjusting both slides and video, noting that
"if I change something in the video, then I change the slides again,"
highlighting the inefficiency of the current setup. P1 also shared their
experience of uploading slides to Canva and then combining them
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with video, describing it as "a mess...It was really a lot of work,"
which further illustrates the frustration with the multi-software
workflow. Another participant (P2) expressed a desire for a more
cohesive experience, suggesting a feature that allows for a "live
preview of the overlay," where the software could "sync up...the
camera feed, the slide, [and] the audio" in real-time. P2 envisioned
a tool that records all elements on separate tracks within a single
platform, similar to Adobe Premiere, allowing for easier and more
efficient editing later on. This reflects a strong preference for a
unified tool that simplifies the entire presentation creation process.

3.2.4 Optimize presenter video transitions based on presentation con-
tent. The placement and timing of presenter video feed transitions
are influenced by various factors, including the content, layout, and
purpose of the slides. Participants highlighted the importance of
adapting the video feed to complement the presentation’s flow. One
participant (P5) described a strategic approach where the presen-
ter’s face is prominently displayed during the introduction but shifts
to a corner during sections like "Related work" to allow the slide
content to take center stage. They suggested that the video feed’s
position could change "when going from one concept to the other,
or introducing a different point," emphasizing the need for flexibility
based on the presentation’s structure. Similarly, another participant
(P3) recommended adjusting the presenter’s position depending on
the slide content’s dynamism. For dynamic content that requires
more space, they suggested that "content should be the focus, so
move myself to the corner," while the size of the video feed should
adhere to the "one-third rule," ensuring that the presenter’s video
feed does not overshadow the main concept. This approach reflects
a nuanced understanding of how to maintain balance between the
presenter and the content, enhancing the overall effectiveness of
the presentation.

4 INTERACTION PATTERN EXPLORATION STUDY
(DATA COLLECTION STUDY)

To investigate preferences for video feed placement relative to pre-
sentation content, slide structure, layout, and the presenter’s facial
expressions, gaze, and gestures, we conducted a data collection
study.

4.1 Study Design
We developed three categories of mock-up slide decks to represent
diverse presentation types: personal stories (presenter-centric), tu-
torials (information-centric), and professional presentations (both
informational and presenter-centric). Additionally, we created an
online presentation software prototype that enables dynamic ad-
justment of video feed placements.
The study was conducted remotely via Zoom. Participants were

asked to imagine preparing the presentations without time con-
straints, aiming to curate their video feeds and content to achieve
the best presentation experience. For each slide category, partici-
pants were randomly assigned one of two options. After familiar-
izing themselves with the slide content, they were instructed to
position their video feed optimally for effective presentation. They
could place the video feed anywhere on the slides, remove it, or use
a full video feed. Once satisfied with the placement, they recorded

their presentation using our prototype, allowing for dynamic ad-
justments to the video feed during the presentation. The position of
the video feed, along with the participant’s facial expressions, gaze,
and gestures, were recorded for each slide. For detailed procedures
and instructions, see ??.

4.2 Mock-up Slide Decks
The three categories of mock-up slides encompass a diverse range
of presentation types with varying levels of presenter and informa-
tion centricity. The decks on topics like hometown, childhood, and
gardening are more presenter-centric, focusing on personal stories.
In contrast, slides on time management and Fusion360 tutorials are
information-centric, emphasizing clear “how-to” guidance. Profes-
sional presentations, such as conference talks and product launches,
strike a balance between information and presenter-centric content,
aiming to highlight both the presented artifacts and the presenter’s
role in the community.
Each slide deck contains seven slides, starting with an introduc-

tion and ending with a conclusion. The decks include one title slide,
two text-only slides, one full-figure slide, one full video/GIF slide,
and two slides combining text and figures. Slides with the same com-
position share consistent formatting; for example, all text-and-figure
slides use the same layout, as do the text-only slides.

4.3 Prototype
We developed a web application designed to facilitate online Power-
Point presentations, similar to video conferencing platforms such
as Zoom’s “Slide as Virtual Background” feature, where presenters
can manually adjust their video feed sizes and placements to inte-
grate themselves into slides. The application uses the PPTX2HTML
library [41] to parse and render PPTX files for the user, enabling
seamless navigation through PowerPoint slides while maintaining
an integrated webcam video feed. The application accepts two in-
puts: a slide deck and a script (in .txt format), allowing users to align
their presentation content with their spoken narrative.
To enhance the user experience, we integrated the MediaPipe’s

on-device models [34] to remove the background from the webcam
video feed. This background removal allows the presenter’s video to
be integrated into the slide with minimal obtrusiveness, similar to
Zoom’s “Slide as Virtual Background” feature, providing a cleaner
and more professional appearance.
The application offers several interactive features for managing

the webcam video, including (See Figure 3):
• Repositioning: Users can click and drag the webcam video
to any desired location on the screen.

• Resizing: The video can be resized by dragging the corners
of the webcam feed.

• Fullscreen Mode: Users can expand the webcam video to
fullscreen.

• Hiding Mode: The webcam video can be hidden or disabled
as needed.

A control panel at the bottom of the interface provides options to
navigate slides andmanage presentation recordings. The application
includes record, pause, and stop buttons, enabling users to record
their webcam video along with the web application’s screen. The
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Full-Screen Hide

Reposition Resize

Fig. 3. Screenshots of the prototype used in our data collection study. Users can dynamically edit their webcam video in their presentations with four features;
(a) repositioning (b) resizing, (c) hiding, and (d) turning into full-screen mode. The presenter can edit their video and hit the record button on the bottom to
record a presentation video.

pause function allows users to reposition and resize their video
during the presentation, ensuring that any adjustments are excluded
from the final recording.
During recording sessions, we logged various parameters of the

webcam video, such as position, size, and mode (e.g., fullscreen, hid-
den), into a video file for subsequent analysis. This logging enables
detailed examination of user interaction patterns with the webcam
integrated with presentations.

4.4 Participants
We collected data and conducted semi-structured interviews with
20 participants, 12 self-identified as female, and 8 as male. The mean
age is 26.6, SD = 3.23. We collected their self-rated proficiency with
PowerPoint/Keynotes (1=not proficient at all, 5=very proficient).
The mean self-rated proficiency with PowerPoint/Keynotes is 4.05,
SD = 0.60. The mean self-rated presentation skills (1=very amateur,
5=very professional) is 3.73, SD = 0.79. Among them, 16 agreed to
release their full video feed as part of the dataset.

4.5 Identified Patterns
Two researchers took field notes during the data collection study
and gathered rationales for editing decisions through post-hoc inter-
views. A codebook was then developed to analyze video recordings
of the presentations, enabling the identification of common patterns
in how users edited and integrated their video feeds into the slides.

4.5.1 Hidden mode are not used as often. We observed that hidden
mode is rarely used, mainly when participants encounter full-screen
videos or images they find overwhelming. Occasionally, participants
hide their video feeds when the text is dense, preferring the audience
to focus on the content instead.

4.5.2 Repositioning primarily happens to avoid occlusion, with fre-
quency dependent on user preferences. Participants usually reposi-
tion video feeds to blank spaces to avoid occlusion, ensuring that
content remains visible and clear. An exception occurs with title
slides featuring picture backgrounds; repositioning is less necessary
if the image lacks dense content, often resulting in video feeds be-
ing moved to the corners. The size of the repositioned feeds varies
based on available blank space, and the frequency of repositioning
depends on the participant’s desired presentation style. For a more
interactive and personal approach, repositioning occurs frequently.
In contrast, a formal presentation style involves less repositioning,
emphasizing consistency and reducing distractions.

4.5.3 Resizing mainly happens for filling out blank spaces, with
a minor category effect. Participants generally resize video feeds
for aesthetic and layout purposes, aiming to fill blank spaces in
a visually balanced manner. They preferred larger video feeds for
presenter-centric approaches and smaller feeds for information-
centric presentations.

4.5.4 Full-screen video feeds are most common at the start and end
of presentations. Full-screen mode is typically used at the beginning
and end of presentations, during introductions or concluding re-
marks. Presenters often feel that slide content is less critical at these
times and prefer to create a lasting impression and engage more
directly with the audience.

4.6 Dataset
We are releasing our dataset, VTalk-68 Dataset Figure 4, which
includes both a webcam video file and a screen recording file for
each participant, capturing how users decided to move and resize
their webcam video based on the content of the presentation. This
dataset reflects the participants’ interaction with the presentation
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Fig. 4. VTalk-68 dataset, that collects information on user video feed place-
ments across various slide layouts and contents

system, particularly their decisions regarding the placement and
resizing of the video feed.

Additionally, the dataset includes a JSON file for each recording,
logging parameters such as the size and position of the webcam
video, the activation of fullscreen or hide modes, and timestamps of
any changes made by the user. This allows for a detailed analysis of
participants’ interaction patterns with the system.

Our goal in sharing this dataset is to encourage further research
into understanding user behavior during interactive presentations.
We hope it will support future work that aims to investigate how
presenters utilize interactive features when presenting slides. The
dataset URL (7.38 GB) will be provided in the camera-ready version
for anonymity.

5 TALK DIRECTOR
Based on the insights gained from our data collection study, we
developed TalkDirector, an intelligent online presentation inter-
face that dynamically integrates multimodal inputs, including slide
content, script, spoken words, and presenter gestures. This system
enables real-time adjustments to the position, size, and placement of
the presenter’s video feed within the slide, enhancing both content
relevance and visual engagement.
The workflow of TalkDirector is divided into two stages. The

first stage occurs when the user uploads their presentation slides
and script to the system, at which point the system processes and
analyzes the slide layout and aligns the script with the visual ele-
ments. The second stage occurs in real-time during the presentation,
where the system uses live transcription and gesture recognition to
dynamically adjust the presenter’s video feed. Figure 5 provides an
overview of the system architecture and its core components.

In the following sections, we will detail each step of the process,
from slide analysis and script alignment to live transcription and
real-time video positioning.

5.1 Slide Layout Analysis
A key observation from our data collection study revealed that
participants frequently repositioned and resized their webcam video
to avoid occlusion with important slide content. To address this
behavior, we prioritized an accurate understanding of the slide
layout as a foundation for dynamically adjusting the presenter’s
video feed. Our process begins by analyzing the layout of each

slide to determine optimal positioning and scaling of the video feed
without obstructing key slide information.

We first process the slide deck by converting each slide from a
PDF format into individual PNG images for visual analysis. The
slide layout is then analyzed in a two-stage approach, utilizing both
Optical Character Recognition (OCR) and a large language model
with vision capabilities (GPT-4o).

5.1.1 Initial Optical Character Recognition. Our first step involves
using Tesseract [48], an open-source OCR engine, to extract text
and provide bounding boxes for textual elements. Tesseract is par-
ticularly well-suited for handling the wide variety of fonts and text
structures found in presentation slides. This stage offers two crucial
outputs:

(1) Text Extraction: Identifies and extracts textual content, en-
abling further processing in later stages.

(2) Bounding Box Creation: Provides preliminary spatial map-
ping of text blocks, forming the basis for subsequent refine-
ment.

While Tesseract is effective at extracting text, its bounding box
accuracy in complex layouts can be limited, especially when graph-
ical elements such as images or charts are involved. Therefore, a
second refinement stage is employed to improve precision.

5.1.2 Deep Learning-Enhanced Layout Analysis. To further refine
the bounding box locations and gain a more holistic understanding
of the slide layout, we leverage GPT-4o with multi-modal inferenc-
ing capabilities [39]: we instruct GPT-4o to refine the text’s bound-
ing boxes from Tesseract based on the slide, while simultaneously
identifying and categorizing different slide components.
GPT-4o analyzes the slide layout by tagging elements with se-

mantic labels based on their roles within the presentation. Titles
are labeled as <title-text>, while content text is labeled accord-
ing to its structure, such as <content-text1> for bullet points or
sentences. Similarly, images and figures are identified and labeled,
for example, as <image-figure1>. This dual-stage process of OCR-
driven text extraction followed by deep learning-based refinement
allows the system to:

• Enhance Bounding Box Precision: GPT-4o corrects and
refines the bounding boxes based on the Tesseract output,
ensuring better spatial accuracy.

• Label Slide Components: The model categorizes each slide
element as text, image, figure, etc., tagging it accordingly to
facilitate video feed positioning.

• Understand Hierarchical Structure: GPT-4o detects and
preserves the slide’s structural hierarchy, such as distinguish-
ing between titles, subtitles, and content blocks.

This detailed slide layout analysis, combining OCR and AI-driven
refinement, ensures a robust foundation for dynamically integrating
the presenter’s video feed without occluding important content. In
subsequent sections, we describe how this layout understanding is
used to guide video feed placement in real-time presentations.

5.2 Script Labeling with Layout Components
With a comprehensive understanding of the slide layout, our next
challenge was to align the presenter’s script with the visual elements
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Fig. 5. TalkDirector’s multi-modal layout inference pipeline. We first process inputs of slides presentation and scripts with TesseractOCR [48] and Large
Generative Multimodal Modal (GPT4-o) with a refiner and a labeler. This pipeline effectively reduces hallucinations of GPT4-o and generate paired script and
element of each slide. During the presentation, we run a real-time pipeline to segment webcam background, recognize hand gestures, and parse speech with
WhisperAI [38], an Automatic Speech Recognition (ASR) service. Finally, we leverage GPT4-o to determine determine webcam placement and size, hence
rendering the recommended segmented video onto the slides.

on each slide. This alignment is critical for enabling features such as
real-time content-aware video positioning during the presentation.

5.2.1 Script Parsing and Segmentation. The alignment process be-
gins by parsing the uploaded script to identify its correspondence
with individual slides. Our custom parsing algorithm detects both
explicit slide references (e.g., “[Slide 1]”) and implicit structural cues
to segment the script accordingly. This segmentation ensures that
each portion of the script is correctly mapped to its respective slide,
preserving the logical flow between the speaker’s content and the
visual elements that accompany it. By pre-processing the script in
this way, we maintain a foundation for real-time synchronization
during the presentation.

5.2.2 Intelligent Script-Layout Matching. Once the script is seg-
mented, the system matches specific sections of the script to the
corresponding visual components identified during the slide layout
analysis. This step ensures that textual and visual elements—such as
bullet points, titles, and figures—are accurately linked to the script,
which forms the foundation for real-time interactions during the
presentation.
Using the structured layout information from the previous slide

analysis step, we employ GPT-4o [39] to perform context-aware
matching between the script and the slide components. The model
aligns script segments with relevant layout elements, such as ti-
tles (<title-text>), bullet points (<content-text1>), and figures
(<figure-image1>). Importantly, when the script refers to a visual
element like an image or figure, the system leverages the labels
and brief descriptions generated in the layout analysis to ensure
precise alignment. For instance, if the script describes a figure, the

system can match this reference with the labeled and described
<figure-image1> element from the layout analysis.

Additionally, during the analysis, we identify whether the slide is
the first or last slide in the presentation. If it is the first slide and the
presenter is introducing themselves, we add a <full> tag to indicate
that the presenter’s video should be in full-screen mode. Similarly,
on the last slide, if the presenter is thanking the audience, the sys-
tem also applies the <full> tag. Moreover, when an image figure
covers the entire slide, the system applies a <hide> tag, allowing
the audience to focus solely on the figure without distraction from
the presenter’s video. These tags are determined based on patterns
identified from our data collection study.

5.2.3 Post-Processing and Validation. To maintain accuracy, the
system undergoes a post-processing validation step to confirm the
integrity of the script-layout alignment. During this phase, we verify
that each label applied to the script corresponds correctly to the
visual elements identified in the slide layout analysis. This ensures
that the alignment remains consistent with the presenter’s original
content and the intended structure of the presentation. Additionally,
this validation process confirms that the hierarchical structure of
the slide content is respected, allowing for more effective real-time
synchronization in later stages.

5.3 Live Transcription and Script Matching
Following the pre-processing steps of script and layout alignment,
we transition to the real-time aspects of our system, where the
presenter’s speech is transcribed and matched with the previously
segmented script and layout components. One of the key behav-
iors we observed during our formative study was that presenters
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often wanted to position themselves near the content they were
discussing—whether standing next to bullet points to simulate a
’pointer’ effect or aligning themselves with images they were refer-
encing. To support this behavior, the system must identify what the
presenter is talking about and dynamically adjust the position and
size of the video feed accordingly.

To achieve this, we begin by recognizing the presenter’s spoken
words in real-time. The system transcribes the speech and matches
it with the pre-aligned script from the earlier steps, determining
which slide component is currently being discussed. This matching
process ensures that the presenter’s video feed is positioned in the
most contextually relevant location on the slide.
The speech recognition process employs a dual approach that

balances immediacy with accuracy. For low-latency feedback, we
use the Web Speech API, which provides fast, interim transcriptions.
This allows the system to immediately begin processing the spoken
words and provide visual feedback to both the presenter and the
audience. However, to improve accuracy, particularly in acoustically
challenging environments, we also integrate OpenAI’s Whisper
API [38]. While this higher accuracy model processes audio chunks
at regular intervals, it ensures that the final transcription is refined
and robust against noise or variations in speech.
As the system receives transcriptions, it continuously matches

them against the script. We designed a sliding window mechanism
that compares recent transcriptions with the labeled script, allowing
the system to tolerate variations in speech, rephrasings, or minor
recognition errors. By keeping a buffer of the most recent words,
the system performs fuzzy matching against the pre-labeled script
to locate the closest corresponding segment. Once a match is found,
the system updates the script’s current position and retrieves the
associated layout component label from the earlier script-layout
matching phase.
The identification of what content the presenter is referring

to—whether it is a bullet point, title, or figure—enables the sys-
tem to prepare for further interaction with the visual components
of the slide.

5.4 Content-Aware Video Positioning
The final component of our system involves dynamically adjusting
the presenter’s video feed in relation to the slide content. Based on
insights from our data collection study, we observed that presenters
often wanted to position themselves near specific content they were
discussing, such as standing next to a bullet point or an image. How-
ever, this does not need to happen every time the presenter speaks.
To address this, we enable content-aware video repositioning that is
gesture-triggered, allowing presenters to emphasize specific points
when necessary. See Figure Figure 6, where the system dynamically
adjusts the presenter’s video based on both the slide content and
the presenter’s gestures, ensuring optimal placement for enhanced
engagement.

5.4.1 Default Positioning Based on Layout Analysis. Our system
provides a default positioning of the presenter’s video feed based
on the blank spaces identified through the slide layout analysis.
Using the bounding boxes from the layout analysis, we determine
areas of minimal content where the video feed can be placed without

obstructing key information. The positioning process is informed by
findings from our data collection study, where participants showed
a strong preference for positioning their video in the bottom-right
corner of the slide. As a result, the system prioritizes this area for
video placement.

If the bottom-right corner lacks sufficient space, the system checks
the other three corners of the slide, selecting the one with the largest
available space for positioning. This ensures that the presenter’s
video does not interfere with critical slide content while maintaining
a consistent, non-intrusive placement.

Additionally, the system dynamically resizes the video feed based
on the available space in the chosen corner, mimicking the behavior
observed in the study where users resized their webcams to fit
the available space. To prevent extreme size adjustments, we set a
minimum and maximum size limit for the video feed.
This default positioning and resizing mechanism serves as the

initial setup for the video feed, providing an unobtrusive place-
ment that aligns with user preferences while allowing for further
adjustments through gesture-triggered interactions.

5.4.2 Pointing Gesture Recognition. To give presenters control over
the positioning of their video feed, we implemented a gesture-
triggered interaction. We chose the pointing gesture—where the
presenter extends their index finger—based on observations from
the formative study. Presenters commonly used this gesture to re-
fer to content while positioning themselves next to it, making it a
natural choice for controlling the video feed.
When the system detects a pointing gesture using MediaPipe

Hands [], it interprets this action as an intention to reposition the
video feed. This gesture-triggered control allows the presenter to
adjust their video feed seamlessly without interrupting their speech
or using external input devices. By making the interaction intuitive
and accessible, the system accommodates a wide range of presen-
ters, including those who may have difficulty with traditional input
devices.

5.4.3 Real-time Content-Aware Repositioning and Resizing. When a
pointing gesture is recognized, the system doesn’t simply move the
video feed to the indicated location. Instead, it follows a structured
decision-making process to ensure optimal positioning based on the
content the presenter is discussing. If the user is reading a part of
the script tagged as <full> or <hide>, the system prioritizes these
tags by either turning the presenter’s video into full-screen mode
or hiding it, respectively.
When the script does not include <full> or <hide> tags, and

the user speaks while a gesture is detected, the system identifies
the label of the layout component corresponding to the part of the
script being discussed. This label directs the system to reposition
and resize the video feed next to the appropriate slide component,
such as a bullet point or figure. The system does not consider the
direction the user is pointing toward; instead, it directly uses the
tagged content in the script to align the video with the related visual
element on the slide.
In addition to repositioning, the system adjusts the size of the

video feed dynamically based on the available space around the
identified slide component. This resizing mechanism mirrors user
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Fig. 6. Visualization of TalkDirector’s context-aware video positioning: default positioning and sizing (left) and real-time positioning and sizing (right). In the
default mode, the system detects blank spaces using slide layout analysis, placing the presenter’s video in a non-obstructive area with an appropriately sized
feed. In the real-time mode, the system dynamically adjusts the position and size of the presenter’s video based on gesture recognition and speech-to-script
matching, aligning the video feed with the relevant content being discussed on the slide. This approach ensures an adaptive and engaging presentation flow.

behavior observed during the data collection study, where presen-
ters adjusted their webcam size based on the available space. By
following this approach, the presenter’s video feed is positioned
and sized optimally, while maintaining a smooth visual transition
in real-time.
By combining these adaptive repositioning and resizing mecha-

nisms, our system dynamically adjusts the presenter’s video feed
to align with both the content and the spatial constraints of each
slide. This approach ensures a seamless integration of video and
slide elements, enhancing the overall presentation experience. As
illustrated in Figure 7, the system responds to various slide layouts,
presenter gestures, and speech-content matches, demonstrating its
flexibility in real-time presentation environments.

6 EVALUATION STUDY
To assess the effectiveness and usability of the TalkDirector system,
we conducted a comparison study. We compare our system that
dynamically generate presenter video feeds based on slide contents
and gestures with a baseline prototype that behaves the same like
Zoom’s slide as virtual background, with the additional capability to
go full screen or hide completely with the presenter video feed. The
participants are tasked with preparing and presenting slide decks
provided using these two systems. We evaluate both quantitatively
and qualitatively on user’s subjective experience using these sys-
tems. Specifically, participants are asked to fill out a questionnaire
on the experience of presenting using these two systems based on
self-perceived engagingness of delivery, worthiness of effort, ex-
pressiveness, flow, integration with content, Systems Usability Scale
(SUS) [6] and the NASA-TLX [20]. We adopted the 0-100 rating scale
for the NASA-TLX, and used the 7-point Likert scale for the rest of
the ratings. The detailed questionnaire is in the following section.
While participants are performing the tasks, we recorded their video
data and analyzed their body language as an objective measures

of presentation expressiveness. Further, we follow-up with a semi-
structured interview aimed to understand participants’ experience.
The items of the questionnaires used in the evaluation study can be
found in Appendix A.

6.1 Participants
A total of 12 participants (7 female, 5 male) were recruited from a
university sample, with an average age of 28.42 years (𝑆𝐷 = 2.97,
range = 23 – 32). Participants were asked to rate their experience
with giving an online presentation on a 7-point Likert scale (1 = no
experience, 7 = very experienced), with an average score of𝑀 = 4.92,
(𝑆𝐷 = 1.40). They were also asked about their experience editing
their webcam video within the slides during an online presentation
(𝑀 = 1.75, 𝑆𝐷 = 1.60) and in post-process editing after a presenta-
tion (𝑀 = 2.42, 𝑆𝐷 = 1.53), both of which indicated low levels of
experience. Participants were compensated with a $10 e-gift card
for their time.

6.2 Procedure
After obtaining informed consent, participants were asked to fill out
a demographic survey and were then provided with an overview
of the experiment and the procedure. Participants were introduced
to the task of becoming presenters for online talks, where their
goal was to act as the "director" of their presentation, aiming for an
engaging, TED Talk-like experience. Each participant was required
to present two pre-prepared slide decks, one on the topic of their
hometown and the other on their hobby. Although the slide decks
and scripts were pre-prepared, participants were asked to embody
the role as if they were actually presenting their own hometown
and hobby to the audience.
Participants were randomly assigned to one of the two systems

first (TalkDirector or baseline), and the order of the system and
topic was counter-balanced across participants to control for any
order effects. Before beginning the presentations, participants were
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Fig. 7. Example adaptive presenter video placement using generation using our TalkDirector system across various slide layouts and contents, user gestures,
and speech-content matches. In the leftmost image, TalkDirector generates video feeds by recognizing the layout and content of the slide. It places the
presenter’s video in the blank space, in a medium to large size, since it identifies this slide as the title and introduction slide. In the middle image, TalkDirector
generates the presenter video feed based on gestures and speech-content matches, as the presenter is talking about the carousel and using pointing gestures.
In the rightmost image, TalkDirector goes full screen with the presenter video feed as it understands that the presenter is wrapping up the presentation and
there is less content in speech matching the slides.

given a demo of each system and allowed training time to famil-
iarize themselves with the interfaces, including the record, pause,
and stop buttons, which enabled them to control the flow of their
presentations.

Both systems included live transcription subtitles to help partici-
pants track when the system was processing their spoken words,
ensuring minimal latency and consistency between the two inter-
faces. After the demo and training, participants were asked to deliver
two presentations—one using the baseline system and one using
the TalkDirector system. After each presentation, participants filled
out a questionnaire rating their experience. Participants were al-
lowed to adjust their ratings for the first system after completing
both presentations to ensure their final ratings reflected the full
experience.

Following the presentations, a post-hoc interview was conducted
where participants were asked to explain the rationale behind their
ratings, indicate their preference between the two systems, and
discuss potential application scenarios for the systems.

6.3 Results
6.3.1 Video Data Analysis. We analyzed participants’ video data
to understand their preparation and presentation behavior in both
conditions (See Figure 8a and 8b). The following results were ob-
tained:
First, we measured the preparation time, which included tasks

such as reading the script in advance, planning webcam placement,
and determining when to use pointing gestures before the presenta-
tion recording started. TalkDirector significantly reduced prepara-
tion time compared to the baseline condition, with a mean prepara-
tion time of𝑀 = 58.75, 𝑆𝐷 = 51.88 for TalkDirector and𝑀 = 137.50,
𝑆𝐷 = 53.73 for the baseline (𝑡 (11) = 3.65, 𝑝 = 0.0014).

We also analyzed the actual presentation time,meaning the recorded
duration of the presentation video. There was no significant dif-
ference between the two conditions, with TalkDirector having a
mean presentation time of𝑀 = 258.67, 𝑆𝐷 = 45.29, and the baseline
having a mean of𝑀 = 261.92, 𝑆𝐷 = 47.28 (𝑡 (11) = 0.17, 𝑝 = 0.87).

Next, we measured the time that participants’ hands were visible
in the video to estimate the duration during which gestures were
made. To do this, we post-processed the participants’ webcam videos
using MediaPipe Hands to detect when hands were visible in the
webcam video. We then manually excluded times when hands were
visible but no gestures were made, such as when participants were
holding a microphone. TalkDirector resulted in significantly more
hand-visible time compared to the baseline, with a mean time of
𝑀 = 42.58, 𝑆𝐷 = 21.87 for TalkDirector and𝑀 = 16.00, 𝑆𝐷 = 22.66
for the baseline (𝑡 (11) = −2.92, 𝑝 = 0.0079), implying participants
made more gestures with TalkDirector.

We further analyzed how often the video moved within the slide,
such as repositioning or resizing during the presentation. For the
baseline condition, this happened when participants paused the
recording to manually reposition or resize the webcam video. In
contrast, for TalkDirector, this occurred when participants made
pointing gestures, automatically repositioning the video. TalkDirec-
tor led to significantly more instances of video repositioning, with a
mean of𝑀 = 4.33, 𝑆𝐷 = 1.67, compared to the baseline, which had
a mean of𝑀 = 0.50, 𝑆𝐷 = 0.67 (𝑡 (11) = −7.37, 𝑝 < 0.0001).
To ensure that the results were not affected by the topic (hobby

or hometown) participants were asked to present, we conducted
a two-way ANOVA. The results confirmed that the significant ef-
fects observed in preparation time, hand-visible time, and pointing
gesture activation were driven by the method (TalkDirector vs. base-
line) and not by the topic. Specifically, there was no significant
main effect of topic on preparation time (𝐹 (1, 20) = 1.01, 𝑝 = 0.33),
hand-visible time (𝐹 (1, 20) = 0.37, 𝑝 = 0.55), or pointing gesture
activation (𝐹 (1, 20) = 0.41, 𝑝 = 0.53). Additionally, there were no
significant interactions between method and topic in any of these
measures.

6.3.2 User Experience. Participants were asked custom questions
regarding their experience with engagement, value, expressiveness,
flow, and integration (See Figure 9). The results are as follows:
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Fig. 9. User preferences between Baseline and TalkDirector conditions along
five attributes: engagement, value. The statistic significance is annotated
with ∗ (representing 𝑝<.05).

For engagement, TalkDirector resulted in significantly higher
engagement compared to the baseline condition, with a mean score
of 𝑀 = 6.08, 𝑆𝐷 = 1.00 for TalkDirector and 𝑀 = 5.00, 𝑆𝐷 = 1.21
for the baseline (𝑡 (11) = −2.40, 𝑝 = 0.0253).
In terms of perceived value, TalkDirector had a slightly higher

mean score (𝑀 = 5.92, 𝑆𝐷 = 1.31) compared to the baseline (𝑀 =

5.42, 𝑆𝐷 = 1.08), but no statistically significant difference was de-
tected (𝑡 (11) = −1.02, 𝑝 = 0.32).

For expressiveness, participants rated TalkDirector significantly
higher (𝑀 = 6.25, 𝑆𝐷 = 0.97) than the baseline condition (𝑀 = 4.67,
𝑆𝐷 = 1.78) (𝑡 (11) = −2.71, 𝑝 = 0.0127).

Similarly, for flow, TalkDirector had significantly higher ratings
(𝑀 = 6.33, 𝑆𝐷 = 1.15) compared to the baseline (𝑀 = 4.67, 𝑆𝐷 =

1.83) (𝑡 (11) = −2.67, 𝑝 = 0.0139).
In terms of integration, TalkDirector had a slightly higher mean

score (𝑀 = 5.67, 𝑆𝐷 = 1.30) compared to the baseline (𝑀 = 5.33,
𝑆𝐷 = 1.44), but no statistically significant difference was detected
(𝑡 (11) = −0.60, 𝑝 = 0.56).

6.3.3 Cognitive Load. The NASA-TLX scores for the two conditions
were analyzed using paired-samples t-tests (See Figure 10). For
mental demand, TalkDirector required significantly less mental
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Fig. 10. Raw-TLX results. The statistic significance is annotated with ∗, ∗∗,
or ∗∗∗ (representing 𝑝<.05, 𝑝<.01, and 𝑝<.001, respectively).

effort compared to the baseline condition, with a mean score of
𝑀 = 17.50, 𝑆𝐷 = 13.71 for TalkDirector and𝑀 = 48.00, 𝑆𝐷 = 25.36
for the baseline (𝑡 (11) = 3.67, 𝑝 = 0.0014).
Similarly, for physical demand, TalkDirector required signifi-

cantly less physical effort, with a mean score of 𝑀 = 14.75, 𝑆𝐷 =

12.55 for TalkDirector and𝑀 = 45.25, 𝑆𝐷 = 26.61 for the baseline
(𝑡 (11) = 3.59, 𝑝 = 0.0016).

For temporal demand, TalkDirector also showed a significant
reduction, with mean scores of 𝑀 = 13.33, 𝑆𝐷 = 14.49 for TalkDi-
rector and 𝑀 = 37.08, 𝑆𝐷 = 31.56 for the baseline (𝑡 (11) = 2.37,
𝑝 = 0.0270).

In terms of performance, TalkDirector had a higher mean score
(𝑀 = 77.50, 𝑆𝐷 = 15.58) than the baseline (𝑀 = 70.00, 𝑆𝐷 = 12.93),
but no statistically significant difference was observed (𝑡 (11) =

−1.28, 𝑝 = 0.21).
For effort, participants reported significantly lower effort with

TalkDirector (𝑀 = 22.67, 𝑆𝐷 = 23.00) compared to the baseline
(𝑀 = 44.00, 𝑆𝐷 = 22.30) (𝑡 (11) = 2.31, 𝑝 = 0.031).

Frustration levels were lower in TalkDirector (𝑀 = 11.00, 𝑆𝐷 =

18.62) compared to the baseline (𝑀 = 18.08, 𝑆𝐷 = 20.69), but the
difference was not statistically significant (𝑡 (11) = 0.88, 𝑝 = 0.39).
Finally, for the raw total average, TalkDirector resulted in a sig-

nificantly lower overall score (𝑀 = 26.13, 𝑆𝐷 = 10.90) compared to
the baseline (𝑀 = 43.74, 𝑆𝐷 = 16.46) (𝑡 (11) = 3.09, 𝑝 = 0.0053).
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6.3.4 System Usability. The System Usability Scale (SUS) scores for
the two conditions were analyzed using a paired-samples t-test (See
Figure 11). The baseline condition had a mean score of𝑀 = 82.71,
𝑆𝐷 = 7.57, while the TalkDirector condition had a mean score of
𝑀 = 87.92, 𝑆𝐷 = 9.10. The t-test revealed no significant difference
between the two conditions (𝑡 (11) = −1.52, 𝑝 = 0.14).

6.3.5 Preference. After completing the trials with both systems,
participants were asked to indicate their overall preference. A total
of 10 out of 12 participants (83.3%) preferred the TalkDirector system,
while 2 participants (16.7%) preferred the baseline system. This
suggests a strong preference for the TalkDirector system over the
baseline.

7 DISCUSSION

7.1 Sense of Agency and Convenience Tradeoff
Our findings reveal a nuanced tradeoff between the convenience
provided by TalkDirector and the sense of agency users experience
when controlling their presented content. On one hand, participants
appreciated the convenience and reduction in cognitive load, par-
ticularly in situations where they had less time to prepare. This
is evident in interviews and data collected on cognitive load and
preparation time. For example, Participant P12 noted, ”I liked the
second interface because I didn’t have to think so much about it, es-
pecially the second time... I didn’t have to spend much effort.” This
ease of use was particularly valued in less formal or impromptu
presentations, where users were more focused on delivering content
than on precise control over presentation elements.

Conversely, for some participants, the sense of agency and control
offered bymanual interfaces was a priority. Participants who favored
the baseline method expressed a preference for the freedom to adjust
every aspect of their presentation. As P5 described, ”I preferred the
manual interface because I like to have more sense of control. I am very
particular about the way I present things, and I want to be sure the
presentation is as I intended.” This sentiment was echoed by others
who valued the ability to fine-tune their presentations to match
their personal style, particularly for more important, high-stakes
presentations. P4 captured this sentiment, saying, ”I have my own

way of doing my presentations, and I don’t really trust AI to take over
and take the wheel for me.”
This dynamic highlights the broader debate between "adaptive"

versus "adaptable" interfaces. While adaptive systems, like TalkDi-
rector, aim to reduce cognitive load by making decisions for the
user, the challenge lies in aligning AI predictions and suggestions
with user preferences. As P3 noted, ”I like that it’s less preparation,
but I could also see that if you’re a person who has to be in control of
everything, you might prefer the first method.” This raises important
questions about how well AI-driven interfaces can predict user pref-
erences and the potential for systems to become more adaptable
over time, learning from user behavior and adjusting to individual
styles.
Finally, participants also recognized the value of maintaining

flow during their presentations, particularly when they had limited
preparation time. Custom flow questions in our evaluation captured
a strong preference for uninterrupted presentations. P2 and P10
both remarked that ”this will be more appropriate for presentations
where I don’t have much time to prepare.” This suggests that the
convenience of reduced cognitive load may outweigh the need for
granular control in situations where preparation time is constrained,
but further investigation is needed to fully understand how different
presentation contexts influence this tradeoff.

7.2 Integrating Speaker Video in Slides
For many participants, the experience of integrating their video
directly into the slides was a novel and eye-opening one. Most had
not considered this approach before, and it encouraged them to
rethink how they engage with their audience in virtual settings.
This feature, which allowed presenters to embed themselves into
the slide content, opened new possibilities for expressiveness and
engagement.
Several participants noted that they had not previously thought

about how incorporating their video into slides could influence
audience attention and interaction. P3 observed, ”I think one of
the reasons students don’t really pay attention during online lectures
is because there’s no human interaction... if you have someone on
the screen actually moving and talking, it would help them focus a
lot more.” This perspective highlights a key challenge of virtual
presentations—maintaining audience focus. By having the presenter
dynamically integrated into the slide content, participants saw the
potential to combat disengagement, particularly in educational or
remote settings where attention can wane.
Others,(P4, P10), reflected on their initial concerns about dis-

traction, only to find that the system provided a smooth and non-
intrusive experience. P10 stated”It is not distracting, or taking away
the attention as I thought it would... I can just make a quick gesture to
move myself if I want to.” This realization highlighted the system’s
ability to balance presence and content, allowing users to control
their video feed without disrupting the flow of the presentation. For
P10 and others, the ability to reposition the video provided a sense
of control and adaptability, fostering a more dynamic presentation
environment.
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Participants also highlighted the impact on expressiveness, with
P11 sharing how the integration of video helped them convey ex-
citement and engagement, particularly in competitive or formal
settings. ”It would help to show them that I’m actually excited about
what I’m doing.” This sentiment points to the system’s capacity to
amplify not just the content being delivered, but also the emotions
and energy behind it—an essential aspect in presentations aimed at
persuasion or conveying enthusiasm.
While the focus was often on how the integration affected the

presenter, some participants reflected on how it would likely impact
their audience as well. P12 commented on the increased immersion,
explaining that, ”it’s so good to be immersed in the presentation... it
will allow people to engage more because when somebody is presenting,
I also tend to look at their faces.” This insight connects the experience
of both presenter and audience, suggesting that the integration of
video can foster a more engaging and immersive experience on both
sides of the screen.
Quantitative results from our engagement and expressiveness

scores reinforced these qualitative insights, with participants con-
sistently rating the experience as more engaging than traditional
methods. By dynamically integrating the presenter’s video into the
slide content, the system helped bridge the gap between static pre-
sentations and the human-centered interaction that is often missing
in virtual environments.

These findings suggest that integrating speaker video into slides
has the potential to transform the virtual presentation experience.
It provides presenters with the tools to be more expressive and
engaged, while also enhancing the audience’s ability to focus and
connect with the speaker. As virtual and remote presentations be-
come more prevalent, this approach offers a promising avenue for
creating more interactive and human-centered experiences.

7.3 Future Direction: Shared Controls and Personalized
Presentation Styles

As we explored throughout our study, the dynamic integration of
presenter video and slides has significant potential, but it also invites
further opportunities to enhance control and personalization. Our
findings suggest that users desire a balance between automation and
manual control, as well as the ability to adapt the system to their
personal presentation styles. These observations reveal important
design implications for creating more flexible and user-centered
presentation tools.

7.3.1 Shared Control with AI and Human. The concept of semi-
automated control, or more aptly, shared control between humans
and AI, has gained significant traction in recent years, particularly
within the HCI community. With the rise of LLMs and VLMs, the
potential for collaboration between human intelligence and AI sys-
tems has evolved considerably. Prior research [9, 47] demonstrates
that combining human and artificial intelligence can lead to better
outcomes than either agent working alone. This synergy between
human adaptability and AI precision can enhance decision-making
processes, improve task performance, and increase system robust-
ness.
For TalkDirector, this concept of shared control can be applied

by introducing semi-automated features where the system suggests

transitions, video placements, or gesture-based interactions, while
the presenter retains the final decision-making power. Participants
in our study expressed interest in a hybrid approach, where they
could benefit from AI-driven suggestions without relinquishing con-
trol over their presentations entirely. As P10 remarked, ”I might have
liked a blend of both worlds... give me choices or something maybe.”
This aligns with the idea of shared control, where the system assists
the user but leaves room for human discretion and customization.
In practical terms, shared control can be implemented through

suggestion panels, offering users potential actions based on real-
time context. This approach not only reduces cognitive load but
also ensures that the system adapts to user preferences and presen-
tation styles. The design implication here is that presentation tools
must provide a balance between automation and manual control,
empowering users to make the final choices while benefiting from
AI assistance.

By leveraging the insights from prior work [9, 47], TalkDirector
can move toward a more collaborative framework, where human
and AI agents work together to create more dynamic and responsive
presentations. This balance of control can enhance the presenter’s
ability to engage their audience, while also adapting to real-time
changes during the presentation.

7.3.2 Personalized Presentation Experiences. Beyond shared con-
trol, personalization emerged as another key area of interest for
participants in our study. During the workshop, several participants
expressed that their personality traits and presentation styles would
influence how they prefer to interact with the system. For example,
some presenters leaned toward a more dynamic, hands-on approach,
while others preferred a more automated, static style. This high-
lights the need for future iterations of TalkDirector to account for
these variations, tailoring the system to each presenter’s unique
style.
To achieve deeper personalization, future versions of TalkDirec-

tor could leverage additional machine learning models beyond those
currently employed. Personalized experiences could be achieved
by analyzing user behavior, learning patterns over time, or incor-
porating user-defined settings. For example, few-shot learning ap-
proaches could allow the system to adapt based on minimal input,
or users could input text-based instructions on how they would like
the system to behave during their presentations. This is similar to
Tilekbay et al.’s work on video editing [52], where user input guides
automatic edits. Applying such methods would enable presenters
to customize their interaction with the system, giving them greater
control over how their content is dynamically integrated.

Personalization would allow presenters to not only interact with
TalkDirector in ways that suit their individual styles but also adapt
the system to their preferences, resulting in more engaging and
tailored presentation experiences. This approach could further en-
hance user satisfaction by making the system feel more intuitive
and responsive to personal needs.

7.3.3 Design Implications for Presentation Tools. These observa-
tions reveal broader design implications for future presentation
systems. The tradeoff between manual control and automation sug-
gests that future systems need to be flexible and adaptable, catering
to diverse user preferences. A system that offers semi-automated
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suggestions, while allowing the user to retain final decision-making
power, could strike the right balance between efficiency and control.
At the same time, personalization features that adapt to individual
styles based on behavior or input could provide a more tailored
experience, improving user satisfaction and engagement.
As virtual presentations continue to evolve, there is a growing

need for systems that not only reduce the cognitive load on presen-
ters but also enable more expressive and engaging presentations. By
integrating semi-automated controls and personalized features, sys-
tems like TalkDirector can better support presenters, whether they
are preparing for high-stakes professional events or more informal
educational settings.

8 LIMITATIONS AND FUTURE WORK
While TalkDirector introduces a dynamic and interactive presen-
tation interface, several limitations need to be addressed in future
iterations.

8.1 System Latency and User Experience
One key limitation of our system is the latency in real-time inter-
actions, especially during transcription and script matching. While
no significant difference in overall presentation time was observed
between TalkDirector and the baseline, P6 noted, “I talked slightly
slower with that interface because I wanted the features to work prop-
erly, and I noticed it takes a split second for the subtitles to show up.”
This subtle delay may affect the presentation fluidity, as users may
adjust their speech to accommodate the system.
To mitigate this, we could explore optimizing the transcription

pipeline, perhaps by leveraging on-device processing for certain
tasks to reduce network latency. Additionally, a preview feature that
provides visual feedback on upcoming transitions could enhance
usability by allowing users to anticipate changes, rather thanwaiting
for the system to respond.

8.2 Handling Complex Slide Designs
Our system also faces limitations when processing complex slide
designs. While GPT-4o helps identify layout components, its ac-
curacy in generating bounding boxes for these components is not
always reliable, particularly in slides with intricate or non-standard
layouts. Although we mitigated this by using Tesseract to obtain
text bounding boxes, recognizing images with text (e.g., road signs)
and complex figures remains challenging.

Future work could involve integrating advanced computer vision
techniques, such as saliency detection, to enhance the identification
of key visual elements on slides. Saliency detection could priori-
tize prominent areas, aiding in the detection of figures and impor-
tant content. Additionally, leveraging object detection models like
YOLO [53], or SAM [30] may further improve the recognition of
figures and images in complex slides.

8.3 Script-to-Speech Matching and Flexibility
Our script-to-speech matching mechanism effectively synchronizes
the presenter’s speech with prepared content but limits spontaneity,
requiring presenters to adhere closely to their scripts and reducing
system flexibility. P1 suggested that it would be beneficial to allow

the presenter to “go off script and talk about a slightly different
matter”, and in such cases, the system could automatically adapt by
switching the presenter’s video to full-screen mode when detecting
off-script speech.
To enhance flexibility, future iterations of the system could in-

corporate a more dynamic script-to-speech matching mechanism.
This approach would enable the system to recognize related content
even if the presenter’s wording deviates from the script. Integrating
a user feedback loop, where the system visualizes its matching pro-
cess and allows presenters to confirm or adjust its understanding,
could further enhance adaptability.
Such enhancements would provide a balance between structure

and spontaneity, making the system more responsive to the presen-
ter’s flow of thought during live presentations.

8.4 Assessing Audience Engagement
While our evaluation study results indicated that speakers felt more
engaged when using TalkDirector, it remains unclear if the audi-
ence perceives a similar level of engagement. Future research could
explore this by comparing presentation videos created with our
method against a baseline. By analyzing audience eye gaze, we can
assess whether viewers’ attention aligns with the content empha-
sized by the speaker, as shown in prior studies on engagement in
educational videos [56].

Additionally, incorporating information recall tests or subjective
engagement assessments after viewing could quantify our system’s
impact on audience engagement. This would provide deeper insights
into how dynamic video integration into slides influences both pre-
senter and audience experiences, and whether it improves audience
attention and comprehension compared to traditional presentation
interfaces.

9 CONCLUSION
In summary, we present TalkDirector, a novel system for dynami-
cally integrating presenter video feeds into presentation slides, to
significantly enhance online presentation effectiveness. Through
multimodal inputs and shared control mechanisms, TalkDirector op-
timizes presenter’s video placement and size in real time, improving
both the presenter’s experience and audience engagement.
Our evaluations against existing tools, such as Zoom’s “Slides

as Virtual Background”, reveal significant improvements in editing
efficiency and viewer interaction. By blending automation with user
control, our approach addresses key pain points in current online
presentation workflows, making it easier for presenters to create
engaging and contextually relevant presentations.
We believe that our open-source dataset, system, and methods

will spur further research and development in this area, paving the
way for more interactive and adaptive online presentation tools.
Future work will explore extending our framework to incorporate
additional multimodal inputs and investigate broader applications
in various presentation contexts.
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A EVAULATION STUDY QUESTIONNAIRES

A.1 Custom 7-Point Likert-Scale Questionnaire
(1) Engagement: I feel that this system helps me give engaging

presentations.
(2) Value: The presentation outcome is worth the effort that I

put into preparing, and delivering using this system.
(3) Expressiveness: I feel that I am able to convey ideas, emo-

tions, and messages effectively through both verbal and non-
verbal communication.

(4) Flow: I feel that I am immersed and uninterrupted during the
presentation.

(5) Integration: I feel like my video feed is well-integrated with
the content.

A.2 System Usability Scale (7-Point Likert-Scale)
We adapted from the SUS.

(1) I think that I would like to use this system frequently.
(2) I found the system unnecessarily complex.
(3) I thought this product was easy to use.
(4) I think that I would need the support of a technical person to

be able to use this product.
(5) I found the various functions in the system were well inte-

grated.
(6) I thought there was too much inconsistency in this system.
(7) I imagine that most people would learn to use this system

very quickly.
(8) I found the system very awkward to use.
(9) I felt very confident using the system.
(10) I needed to learn a lot of things before I could get going with

this system.

A.3 NASA-TLX
(1) Mental Demand: How much mental and perceptual activity

was required (e.g. thinking, deciding, calculating, remember-
ing, looking, searching, etc)? Was the task easy or demanding,
simple or complex, exacting or forgiving?

(2) Physical Demand: How much physical activity was re-
quired (e.g., dragging-and-dropping, clicking, typing, pushing,

pulling, turning, controlling, activating, etc)? Was the task
easy or demanding, slow or brisk, slack or strenuous, restful
or laborious?

(3) Temporal Demand: How much time pressure did you feel
due to the rate of pace at which the tasks or task elements oc-
curred? Was the pace slow and leisurely or rapid and frantic?

(4) Performance: How successful do you think you were in ac-
complishing the goals of the task set by the experimenter (or
yourself)? How satisfied were you with your performance in
accomplishing these goals?

(5) Effort: How hard did you have to work (mentally and physi-
cally) to accomplish your level of performance?

(6) Frustration: How insecure, discouraged, irritated, stressed
and annoyed versus secure, gratified, content, relaxed and
complacent did you feel during the task?

A.4 Post-hoc Semi-Structured Interview
(1) Can you explain your rationale for the ratings you give for

the items in the questionnaire?
(2) What is your preference with the two systems? Can you

explain?
(3) Can you imagine specific use of the system in your life?
(4) What features would you like to add to the system?
(5) What will your dream online presentation system look like

in the future regardless of technical constraints?

XX ’2x, Nov 26–Dec 1, XX, XX.

https://github.com/ultralytics/yolov5
https://youtu.be/nzL_avUIlEE
https://support.zoom.com/hc/en/article?id=zm_kb&sysparm_article=KB0067697
https://support.zoom.com/hc/en/article?id=zm_kb&sysparm_article=KB0067697
https://support.zoom.us/hc/en-us/articles/360046912351-Sharing-slides-as-a-Virtual-Background
https://support.zoom.us/hc/en-us/articles/360046912351-Sharing-slides-as-a-Virtual-Background
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