A sensor-based framework for kinetic data compression
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ABSTRACT

We introduce a framework for storing and processing kinetic data observed by sensor networks. These sensor networks generate vast quantities of data, which motivates a significant need for data compression. We are given a set of sensors, each of which continuously monitors some region of space. We are interested in the kinetic data generated by a finite set of objects moving through space, as observed by these sensors. Our model relies purely on sensor observations; it allows points to move freely and requires no advance notification of motion plans. Sensor streams are represented as random processes, where nearby sensors may be statistically dependent. We model the local nature of sensor networks by assuming that two sensor streams are statistically dependent only if the two sensors are among the m nearest neighbors of each other. We present an algorithm for the lossless compression of the data produced by the network. We show that, under the statistical dependence and locality assumptions of our framework, asymptotically this compression algorithm encodes the data to within a constant factor of the information-theoretic lower bound dictated by the joint entropy of the system. In order to justify our locality assumptions, we provide a theoretical comparison with a variant of the kinetic data structures framework and experimental results demonstrating the existence of such locality properties in real-world data. We also give a relaxed version of our sensor stream independence property where even distant sensor streams are allowed some limited dependence. We extend the current understanding of empirical entropy to introduce definitions for joint empirical entropy, conditional empirical entropy, and empirical independence. We show that, even with the notion of limited independence and in both the statistical and empirical settings, the introduced compression algorithm achieves an encoding size that is within a constant factor of the optimal.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

There is a growing appreciation of the importance of algorithms and data structures for processing large data sets arising from the use of sensor networks, particularly for the statistical analysis of objects in motion. Large wireless sensor networks
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are used in areas such as road-traffic monitoring [35], environment surveillance [28], and wildlife tracking [29,39]. With the development of sensors of lower cost and higher reliability, the prevalence of applications and the need for efficient processing will increase. We are interested not in the networking aspect of these sensor systems, but rather in the fact that data is gathered from a spatially distributed set of sensors each with a limited observation region.

Before reviewing the existing literature, we give a high-level overview of our sensor-based framework for data arising from moving objects, which will be described in greater detail in Section 2. We assume we are given a fixed set of sensors, which are modeled as points in some metric space. (An approach based on metric spaces, in contrast to standard Euclidean space, offers greater flexibility in how distances are defined between objects. This is useful in wireless settings, where transmission distance may be a function of non-Euclidean considerations, such as topography and the presence of buildings and other structures.) Each sensor is associated with a region of space, which it monitors. The moving entities are modeled as points that move over time. At regular time intervals, each sensor computes statistical information about the points within its region, which are streamed as output. We refer each of these as the sensor’s observation stream. For the purposes of this paper, we assume that this information is simply an occupancy count of the number of entities that overlap the sensor’s region at the given time instant (for an example, see Fig. 1). Thus, we follow the minimal assumptions made by Gandhi et al. [18] and do not rely on a sensor’s ability to accurately record distance, angle, etc.

Wireless sensor networks record vast amounts of data. For example, road-traffic camera systems [35] that videotape congestion produce many hours of video or gigabytes of data for analysis even if the video itself is never stored and is instead represented by its numeric content. In order to analyze trends in the data, perhaps representing the daily rush hour or weekend change in traffic patterns, many weeks or months of data from many cities may need to be stored. As the observation time or number of sensors increases, so does the total data that needs to be stored in order to perform later queries, which may not be known in advance.

In this paper we consider the problem of how to compress the massive quantities of data that are streamed from large sensor networks. Compression methods can be broadly categorized as being either lossless (the original data is fully recoverable), or lossy (information may be lost through approximation). Because lossy compression provides much higher compression rates, it is by far the more commonly studied approach in sensor networks. Our ultimate interest is in scientific applications involving the monitoring of the motion of objects in space, where the loss of any data may be harmful to the subsequent analysis. For example, in habitat monitoring [28] if the data is collected and then studied later at a time when it is not possible to re-collect earlier data, it would be important not to lose any information. In such applications it is appropriate to focus on the less studied problem of lossless compression of sensor network data. Virtually all lossless compression techniques that operate on a single stream (such as Huffman coding [24], arithmetic coding [33], Lempel–Ziv [44]) rely on the statistical redundancy present in the data stream in order to achieve high compression rates. In the context of sensor networks, this redundancy arises naturally due to correlations in the streams of sensors that are spatially close to each other. As with existing methods for lossy compression [12,19], our approach is based on aggregating correlated streams and compressing these aggregated streams.

![Fig. 1. An example of our sensor observation framework on a highway. Five sensors are placed at points $p_1$ through $p_5$ and observe the regions in front of them as indicated by the alternating shading patterns. Assuming that each vehicle stays in its lane and moves to the right at each time step by one unit (as marked by the light gray dotted lines), we have the following sensor counts for the four time steps shown (where the observation stream $X_t$ is a 4-element sequence whose $j$th element is the number of cars that overlap $p_j$’s region at time $t = j$): $X_1 = (4, 3, 2, 1)$, $X_2 = (3, 2, 3, 4)$, $X_3 = (4, 4, 4, 4)$, $X_4 = (2, 1, 3, 3)$, and $X_5 = (2, 1, 1, 1)$.](image)
We are particularly interested in kinetic data, by which we mean data arising from the observation of a discrete set of objects moving in time (as opposed to continuous phenomena such as temperature). We explore how best to store and process these assembled data sets for the purposes of efficient retrieval, visualization, and statistical analysis of the information contained within them. The data sets generated by sensor networks have a number of spatial, temporal, and statistical properties that render them interesting for study. We assume that we do not get to choose the sensor deployment based on object motion (as done in [32]), but instead use sensors at given locations to observe the motion of a discrete set of objects over some domain of interest. Thus, it is to be expected that the entities observed by one sensor will also likely be observed by nearby sensors, albeit at a slightly different time. For example, many of the vehicles driving by one traffic camera are likely to be observed by nearby cameras, perhaps a short time later or earlier. If we assume that the data can be modeled by a random process, it is reasonable to expect that a high degree of statistical dependence exists between the data streams generated by nearby sensors. If so, the information content of the assembled data will be significantly smaller than the size of the raw data. In other words, the raw sensor streams, when considered in aggregate, will contain a great deal of redundancy. Well-designed storage and processing systems should capitalize on this redundancy to optimize space and processing times. In this paper we propose a statistical model of kinetic data as observed by a collection of fixed sensors. We will present a method for the lossless compression of the resulting data sets and will show that this method is within a constant factor of the asymptotically optimal bit rate, subject to the assumptions of our model.

Although we address the problem of compression here, we are more generally interested in the storage and processing of large data sets arising from sensor networks [12,13,34,21,22]. This will involve the retrieval and statistical analysis of the information contained within them. Work resulting from the initial version of this paper has considered retrieval via spatio-temporal range searching [17]. Thus, we will discuss compression within the broader context of a framework for processing large kinetic data sets arising from a collection of fixed sensors. We feel that this framework provides a useful context within which to design and analyze efficient data structures and algorithms for kinetic sensor data.

The problem of processing kinetic data has been well studied in the field of computational geometry in a standard computational setting [23,3,36,37,5,25]. A survey of practical and theoretical aspects of modeling motion can be found in [2]. Much of the existing work applies in an online context and relies on a priori information about point motion. The most successful of these frameworks is the kinetic data structure (KDS) model proposed by Basch, Guibas, and Hershberger [5]. The basic entities in this framework are points in motion, where the motion is expressed as flight plans that are polynomials of bounded degree. Geometric structures are maintained through a set of boolean conditions, called certificates, and a set of associated update rules. The efficiency of algorithms in this model is a function of the number of certificates involved and the efficiency of processing them.

As valuable as KDS has been for developing theoretical analyses of point motion (see [20] for a survey), it is unsuitable for many real-world contexts and for theoretical problems that do not have locally determined properties. The requirements of algebraic point motion and advance knowledge of flight plans are either inapplicable or infeasible in many scientific applications. Recently, de Berg, Roeloffzen, and Speckmann addressed some of these issues by proposing a black-box model in which the point’s position is updated at regular time steps and there is a point displacement bound as well as a restriction on the point density, but point motion is not otherwise restricted or known in advance. Analysis is done in terms of these bounds as well as in terms of the spread of the points [11]. This model takes important steps towards a more realistic framework for moving objects. Due to our focus on data generated by sensors, we employ a different approach.

Another approach to addressing the issue of theoretical analyses within realistic contexts is that of Buchin et al. in their recent work on algorithms for movement ecology [7,6]. They consider the issue of animal tracking data obtained with low sampling rates, for which it would be unreasonable to assume linear trajectories between samples. Instead, they use a Brownian bridge movement model between samples and consider the probability that an ecologically significant event (e.g., an encounter between two animals) has occurred at a given time.

There has also been study of algorithms that involve the distributed online processing of sensor-network data. One example is the continuous distributed model described by Cormode et al. [9]. This model contains a set of sensors, each of which observe a stream of data describing the recent changes in local observations. Each sensor may communicate with any other sensor or with a designated central coordinator. Efficiency is typically expressed as a trade-off between communication complexity and accuracy. This framework has been successfully applied to the maintenance of a number of statistics online [9,8,4]. Another example is the competitive online tracking algorithm of Yi and Zhang [43], in which a tracker-observer pair coordinate to monitor the motion of a moving point. Again, complexity is measured by the amount of communication between the tracker and the observer. The idea of the tracker and observer is reminiscent of an earlier model for incremental motion by Mount et al. [31]. Unlike these models, our framework applies in a traditional (non-distributed) computational setting.

The survey paper by Agarwal et al. [2] identifies fundamental directions that future research should pursue. (Even though [2] was published over a decade ago, many of the research issues identified there are still of current relevance.) Our work addresses three of these issues: unpredicted motion, motion-sensitivity, and theoretical discrete models of motion. In our framework we will process a point set without predicted knowledge and no matter its motion. Motion-sensitive algorithms admit complexity analyses based on the underlying motion. Imagine a set of points following a straight line or moving continuously in a circle; a well-designed algorithm calculating statistical information about such a point set should be more efficient than the same algorithm operating on a set of randomly moving points. Our motion-sensitive framework will pay a cost in efficiency based on the information content of the point motion. Finally, Agarwal et al. note that most
Theoretical work relies on continuous frameworks while applied work experimentally evaluates methods based on discrete models. Our framework assumes a discrete sampling model, but is still theoretically sound. Unlike KDS, which maintains a structure through a prescribed motion sequence, we are interested in processing sensed data for the sake of subsequent analysis and retrieval.

We will establish a pure framework as well as several practical relaxations of the framework. Here, we first describe the basic assumptions of the pure framework. As mentioned above, our objective is to compress the collected sensor data in a lossless manner by exploiting redundancy in the sensor streams. In order to establish formal bounds on the quality of this compression, we assume in this pure version of the framework (as is common in entropy encoding) that the observation stream of each sensor can be modeled as a stationary, ergodic random process. We allow for statistical dependencies between the sensor streams. Shannon’s source coding theorem implies that, in the limit, the minimum number of bits needed to encode the data is bounded from below by the normalized joint entropy of the resulting system of random processes [10]. There are known lossless compression algorithms, such as Lempel–Ziv [44], that achieve this lower bound asymptotically.

Assuming that the number of sensors is large, it would be infeasible, however, to apply this observation en masse to the entire joint system of all the sensor streams. Instead, we would like to partition the streams into small subsets, and compress each subset independently. The problem in our context is how to bound the loss of efficiency due to the partitioning process. In order to overcome this problem we need to impose limits on the degree of statistical dependence among the sensors. Our approach is based on a locality assumption. Given a parameter $m$, we say that a sensor system is $m$-local if each sensor’s stream is statistically dependent on only its $m$ nearest sensors.

In its purest form, as described briefly above, our framework makes some assumptions that may not be satisfied in practice. In particular, it has two significant drawbacks. The first is an analysis based in the statistical setting using Shannon entropy and its extensions. These entropy definitions assume an underlying random process that generates the data, and their derived properties hold in the limit as the length of the sequence approaches infinity. When analyzing a specific data set these assumptions are too strict, since we would like these entropy properties to hold for sequences of finite length. In one of our relaxed versions of this framework, we extend the framework analysis to hold under the more realistic definition of empirical entropy [26] that has the advantage of not assuming an underlying stationary, ergodic random process. Empirical entropy relies only on the observed probabilities of the sensor data values. In order to perform the complex analyses for the framework in the empirical setting, we also introduce new definitions for empirical entropy constructs that are analogous to existing statistical ones: joint empirical entropy, conditional empirical entropy, and empirical independence.

The second modification to the basic version of the framework that should be made in order to create a more realistic analysis concerns its assumptions of independence. The pure framework makes the assumption that sensor streams are dependent only on their neighbors and are purely independent of all other streams. However, it may be the case that there is some underlying dependence that may be common to many or all sensor streams. For example, if the sensors are detecting and reporting car traffic counts (see, for example, Fig. 1), while nearby sensors may be more likely to see the same traffic patterns at consecutive time intervals, all sensors are likely to see a decrease in traffic at night and increases during rush hours. In order to analyze these underlying commonalities in the context of the framework for kinetic sensor data we introduce a notion of limited independence in both the statistical and empirical settings.

In addition to the introduction of this new framework, the main result of this paper is a lossless compression algorithm within this framework that achieves an encoding size on the order of the optimal size, even under an assumption of limited independence for both the statistical and empirical settings. The full contributions of this paper are described in the following sections. In Section 2, we introduce a new framework (in its pure form) for the compression and analysis of kinetic sensor data. In Section 3 we consider the properties of entropy and independence within statistical and empirical contexts. This examination provides the fundamental theoretical building blocks for the analyses in later sections. In Section 4 we justify and broaden the locality and statistical independence assumptions described in the basic framework introduction in Section 2. This includes a theoretical justification of our $m$-local model as compared to a variant of the KDS model. We prove that the compressed data from our model takes space on the order of the space used by the KDS variant. We also give experimental justification showing that the assumptions of the $m$-local model are borne out by real-world data. Finally, in Section 5, we prove that any $m$-local system that resides in a metric space of constant doubling dimension (definitions below) can be partitioned in the manner described above, so that joint compressions involve groups of at most $m + 1$ sensors. We show that the final compression is within a factor $c$ of the information-theoretic lower bound, where $c$ is independent of $m$, and depends only on the dimension of the space. Additionally, we show that similar bounds hold in both statistical and empirical settings when the framework assumes limited independence between sensor streams.

2. Data framework

In this section we present a formal model of the essential features of the sensor networks to which our results will apply. Our main goal is to realistically model the data sets arising in typical wireless sensor-networks when observing kinetic data while also allowing for a clean theoretical analysis. While the framework will be modified in future sections to address potential concerns with its applicability to real-world data, here we present the framework in its purest form.

We assume a fixed set of $S$ sensors operating over a total time period of length $T$. The sensors are modeled as points in some metric space. We may think of the space as Euclidean $d$-dimensional space for some constant $d$, but our results apply in the following more general setting. A metric space is said to have doubling dimension $d$ if for any $r > 0$, a ball
of radius $r$ can be covered by at most $d$ balls of radius $r/2$ (see, e.g., [27]). A doubling space is a metric space of constant doubling dimension. Our results apply generally to metric spaces of constant doubling dimension, and it is well known that any Euclidean space of constant dimension is doubling. We model the objects of our system as points moving continuously in this space, and we make no assumptions a priori about the nature of this motion. Each sensor observes some region surrounding it. In general, our framework makes no assumptions about the size, shape, or density of these regions (though additional assumptions are imposed in Section 4.1 for analysis purposes). The sensor regions need not be disjoint, nor do they need to cover all the moving points at any given time.

Each sensor continually collects statistical information about the points lying within its region, and it outputs this information at synchronized time steps. As mentioned above, we assume throughout that this information is simply an occupancy count of the number of points that lie within the region. (The assumption of synchronization is mostly for the sake of convenience of notation. As we shall see, our compression algorithm operates jointly on local groups of a fixed size, and hence it is required only that the groups of each sensor behave synchronously.)

As mentioned in the introduction, the pure form of our framework is based on an information-theoretic approach. Let us begin with a few basic definitions (see, e.g., [10]). We assume that the sensor streams can be modeled by a stationary, ergodic random process. Since the streams are synchronized and the cardinality of the moving point set is finite, we can think of the $S$ sensor streams as a collection of $S$ strings, each of length $T$, over a finite alphabet. The entropy of a discrete random variable $X$, denoted $\mathcal{H}(X)$, is defined to be $-\sum_{x} p(x) \log p(x)$, where the sum is over the possible values $x$ of $X$, and $p(x)$ is the probability of $x$. (Throughout, logarithms are taken base 2.)

It is common to generalize entropy to random processes as follows. Given a stationary, ergodic random process $X$, consider the limit of the entropy of arbitrarily long sequences of $X$, normalized by the sequence length. This leads to the notion of normalized entropy, which is defined to be

$$\mathcal{H}(X) = \lim_{T \to \infty} -\frac{1}{T} \sum_{x, |x|=T} p(x) \log p(x),$$

where the sum is over sequences $x$ of length $T$, and $p(x)$ denotes the probability of observing this sequence. Normalized entropy considers not only the distribution of individual characters, but the tendencies for certain patterns of characters to repeat over time.

Entropy can also be generalized to collections of random variables. Given a sequence $X = (X_1, X_2, \ldots, X_5)$ of (possibly statistically correlated) random variables, the joint entropy is defined to be $\mathcal{H}(X) = -\sum_{x} p(x) \log p(x)$, where the sum is taken over all $S$-tuples $x = (x_1, x_2, \ldots, x_5)$ of possible values, and $p(x)$ is the probability of this joint outcome [10]. The generalization to normalized joint entropy is straightforward. Normalized joint entropy further strengthens normalized entropy by considering correlations and statistical dependencies between the various streams.

In this paper we are interested in the lossless compression of the joint sensor stream. Shannon's source coding theorem states that in the limit, as the length of a stream of independent, identically distributed (i.i.d.) random variables goes to infinity, the minimum number of required bits to allow lossless compression of each character of the stream is equal to the entropy of the stream [38]. In our case, Shannon's theorem implies that the optimum bit rate of a lossless encoding of the joint sensor system cannot be less than the normalized joint entropy of the system. Thus, the normalized joint entropy is the “gold standard” for the asymptotic efficiency of any compression method. Henceforth, all references to “joint entropy” and “entropy” should be understood to mean the normalized versions of each.

In theory, optimal compression could be achieved in the limit by forming the joint system $X$ described above and applying any entropy-based compression algorithm to the result. This approach would be hopelessly impractical, however, if the number of sensors is large. The reason is that the encoding optimality holds only in the limit, and the convergence rate degrades rapidly as the alphabet size increases. (This is because the number of possible strings of length $w$ over an alphabet $\Sigma$ grows as $|\Sigma|^w$. An entropy-based encoder, such as Lempel–Ziv sliding-window algorithm [44], must witness enough common patterns over its windows to effectively encode each of them.) The stream resulting by joining $k$ streams, each with alphabet $\Sigma_i$, has a total alphabet of size $\prod_{i=1}^{k} |\Sigma_i|$, which would be unworkable if $k$ is larger than a small constant. Instead, our approach will be to assume a limit on statistical dependencies among the observed sensor streams based on geometric locality. In particular, we will assume that each sensor’s observation stream is statistically dependent on only a small number of neighboring sensors, which will make it possible to partition the sensors into local clusters, each of which can be compressed separately. (Later in Section 4.3 we will modify this assumption to allow a limited amount of dependence at larger distances.) Simply stated, this is the compression algorithm that we will introduce more formally in Section 5.2: partition the sensor streams into local neighborhoods and compress each neighborhood jointly, returning the set of these compressed neighborhood streams.

There are a number of natural ways to define neighboring sensors. One is an absolute approach, which is given a threshold distance parameter $r$, and in which it is assumed that any two sensors that lie at distance greater than $r$ from each other have statistically independent observation streams. The second is a relative approach in which an integer $m$ is provided, and it is assumed that two sensor observation streams are statistically dependent only if each is among the $m$ nearest sensors of the other. In this paper we will take the latter approach. One reason is that it adapts to the local density of sensors. Another reason arises by observing that, in the absolute model, all the sensors might lie within distance $r$ of each other. This means that all the sensors could be mutually statistically dependent, which would render optimal compression intractable. On the
other hand, if we deal with this by imposing the density restriction that no sensor has more than some number, say m, sensors within distance r, then the absolute approach reduces to a special case of the relative approach. (More in-depth theoretical and experimental analyses of the extent to which this assumption is reasonable can be found in Sections 4.1 and 4.2, respectively.)

This restriction allows reasoning about sensor streams in subsets. Previous restrictions of this form include the Lovász Local Lemma [14] which also assumes dependence on at most m events. Particle simulations (often used to simulate physical objects for animation) based on smoothed particle hydrodynamics have also used similar locality restrictions to determine which neighboring particles impact each other. These calculations are made over densely sampled particles and are based on a kernel function that determines the impact of one particle on another. This frequently amounts to a cut-off distance after which we assume that the particles are too far away to impact each other [1]. For a survey on smoothed particle hydrodynamics see [30].

Formally, let \( P = \{p_1, p_2, \ldots, p_s\} \) denote the sensor positions. Given some integer parameter m, we assume that each sensor's stream can be statistically dependent on only its m nearest sensors. Since statistical dependence is a symmetric relation, two sensors can exhibit dependence only if each is among the m nearest neighbors of the other. More precisely, let \( NN_m(i) \) denote the set of m closest sensors to \( p_i \) (not including sensor i itself). We say that two sensors i and j are mutually \( m \)-close if \( p_i \in NN_m(j) \) and \( p_j \in NN_m(i) \). A system of sensors is said to be \( m \)-local if for any two sensors that are not mutually \( m \)-close, their observations are statistically independent. (Thus, \( 0 \)-locality means that the sensor observations are mutually independent.) Let \( X = \{X_1, X_2, \ldots, X_S\} \) be a system of random streams associated with S sensors, and let \( H(X) \) denote its joint entropy. Given two random processes X and Y, the conditional entropy of X given Y is defined to be

\[
H(X | Y) = - \sum_{x \in X, y \in Y} p(x, y) \log p(x | y),
\]

where \( p(x, y) \) denotes the joint probability of both x and y occurring and \( p(x | y) \) denotes the conditional probability that x occurs given that y occurs. Note that \( H(X | Y) \leq H(X) \), and if X and Y are statistically independent, then \( H(X | Y) = H(X) \) and generally \( H(X | Y) = H(X, Y) - H(Y) \). By the chain rule for conditional entropy [10], we have

\[
H(X) = H(X_1) + H(X_2 | X_1) + \ldots + H(X_i | X_1, \ldots, X_{i-1}) + \ldots + H(X_S | X_1, \ldots, X_{S-1}).
\]

Letting

\[
D_i(m) = \{X_j : 1 \leq j < i \text{ and sensors } i \text{ and } j \text{ are mutually } m \text{-close}\}
\]

we define the \( m \)-local entropy, denoted \( H_m(X) \), to be \( \sum_{i=1}^{S} H(X_i | D_i(m)) \). Note that \( H(X) \leq H_m(X) \) and equality holds when \( m = S \). By definition of \( m \)-locality, \( H(X_i | X_1, X_2, \ldots, X_{i-1}) = H(X_i | D_i(i)) \). By applying the chain rule for joint entropy, we have the following easy consequence, which states that, under our locality assumption, \( m \)-local entropy is the same as the joint entropy of the entire system.

**Lemma 2.1.** Given an \( m \)-local sensor system with set of observations X, \( H(X) = H_m(X) \).

As mentioned earlier, the assumption of statistical independence is rather strong, since two distant sensor streams may be dependent simply because they exhibit a dependence with a common external event, such as the weather or time of day. Presumably, such dependencies would be shared by all sensors, and certainly by the m nearest neighbors. The important aspect of independence is encapsulated in the above lemma, since it indicates that, from the perspective of joint entropy, the m nearest neighbors explain essentially all the dependence with the rest of the system. In Section 4.3 we extend our understanding of independence to allow a limited dependence even among sensors that are not nearby.

One advantage of our characterization of mutually dependent sensor streams is that it naturally adapts to the distribution of sensors. It is not dependent on messy metric quantities, such as the absolute distances between sensors or the degree of overlap between sensed regions. Note, however, that our model can be applied in contexts where absolute distances are meaningful. For example, consider a setting in which each sensor monitors a region of radius r. Given two positive parameters \( \alpha \) and \( \beta \), we assume that the number of sensors whose centers lie within any ball of radius r is at most \( \alpha r^2 \), and the streams of any two sensors can be statistically dependent only if they are within distance \( \beta r \) of each other. Then, by a simple packing argument, it follows that such a system is \( m \)-local for \( m = O(\alpha \beta^{-1}) \), in any space of constant doubling dimension.

### 3. Entropy and independence

In order to understand and precisely examine the properties of the sensor observation streams, we must first consider some properties of entropy and independence in both the traditional statistical setting and the empirical setting. In this section, we determine some properties of the entropy of a stream consisting of the componentwise sum of two other streams. These lemmas will be useful when developing the compression algorithm in Section 5.
3.1. Statistical setting

We begin by reviewing basic definitions and results involving the entropy of a set of random processes in the traditional statistical setting (see, e.g., [10] for further information). Recall that in this setting a sensor’s observation stream is modeled by a stationary, ergodic random process $X$ over an alphabet $\Sigma$ of fixed size. The statistical probability $p(x)$ of some outcome $x \in \Sigma$ is the probability associated with that outcome by the underlying random process. The statistical entropy of $X$ is defined to be $- \sum_{x \in \Sigma} p(x) \log p(x)$. The normalized statistical entropy generalizes this to strings of increasing length:

$$\mathcal{H}_k(X) = - \frac{1}{k} \sum_{x \in \Sigma^k} p(x) \log p(x),$$

where in the standard definition, $k$ is considered in the limit:

$$\mathcal{H}(X) = \lim_{k \to \infty} \mathcal{H}_k(X).$$

A fundamental fact from information theory is that this value represents a lower bound on the number of bits needed to encode a single character of the stream [10]. Unless otherwise specified, all references to entropy will mean normalized entropy. The normalized joint statistical entropy of two streams $X$ and $Y$ is defined to be

$$\mathcal{H}(X, Y) = \lim_{k \to \infty} - \frac{1}{k} \sum_{x, y \in \Sigma^k} p(x, y) \log p(x, y).$$

The normalized joint statistical entropy of a set of strings $X = \{X_1, X_2, \ldots, X_L\}$ is defined analogously and is denoted $\mathcal{H}(X)$.

We say that two sensor streams $X$ and $Y$ are statistically independent if, for all $k$ and any $x, y \in \Sigma^k$, we have $p(x, y) = p(x)p(y)$. If $X$ and $Y$ are statistically independent then $\mathcal{H}(X, Y) = \mathcal{H}(X) + \mathcal{H}(Y)$ [10], and generally the joint entropy may be smaller. Also note that the componentwise sum of two streams carries less information than the two streams. The following technical lemma formalizes these two observations. The proof is straightforward, but for the sake of completeness we have included it in Appendix A.

**Lemma 3.1.** Consider two sensor streams $X$ and $Y$ over the same time period. Let $X + Y$ denote the componentwise sum of these streams. Then $\mathcal{H}(X + Y) \leq \mathcal{H}(X, Y) \leq \mathcal{H}(X) + \mathcal{H}(Y)$.

3.2. Empirical setting

Unlike statistical entropy, empirical entropy is based purely on the observed string, and does not assume an underlying random process. It replaces the probabilities of normalized entropy over substrings of length $k$ by observed probabilities, conditioned on the value of the previous $k$ characters. Let $X$ be a string of length $T$ over some alphabet $\Sigma$ of fixed size. For $k \geq 1$ and $x \in \Sigma^k$ denoting a string of length $k$ drawn from $\Sigma$, let $c_0(x)$ denote the number of times $x$ appears in $X$, and let $c(x)$ denote the number of times $x$ appears without being the suffix of $X$. Let $p_x(x) = c(x)/(T - k)$ denote the observed probability of $x$ in $X$. (When $X$ is clear from context, we will express this as $p(x)$.) Following the definitions of Kosaraju and Manzini [26], the $k$th order empirical entropy of a string $X$ is defined to be

$$H_0(X) = - \sum_{a \in \Sigma} p(a) \log p(a) = - \sum_{a \in \Sigma} \frac{c_0(a)}{T} \log \frac{c_0(a)}{T}.$$

For $a \in \Sigma$, let $p_x(x|a) = c(xa)/c(x)$ denote the observed probability that $a$ is the next character of $X$ immediately following $x$. The $k$th order empirical entropy is defined to be

$$H_k(X) = - \frac{1}{T} \sum_{x \in \Sigma^k} c(x) \left[ \sum_{a \in \Sigma} p(xa|x) \log p(xa|x) \right].$$

As observed in Kosaraju and Manzini [26], it is easily verified that $T \cdot H_k(X)$ is a lower bound to the output size of any compressor that encodes each symbol with a code that only depends on the symbol itself and the $k$ immediately preceding symbols. In the rest of this section, we introduce new extensions of these notions of empirical entropy to concepts that are analogous to those defined for the statistical entropy. Given two strings $X, Y \in \Sigma^T$ and $x, y \in \Sigma^k$, define $c(x, y)$ to be the count of the number of indices $i$, $1 \leq i \leq T - k$, such that $X[i \ldots i + k - 1] = x$ and $Y[i \ldots i + k - 1] = y$. Define $p_x,y(x, y) = c(x, y)/(T - k)$. For $a, b \in \Sigma$, define $p_{x,y}(xa, yb|x, y) = c(xa, yb)/c(x, y)$ to be the observed probability of seeing $a$ and $b$ in $X$ and $Y$, respectively, just after seeing $x$ and $y$. The joint empirical entropy of $X$ and $Y$ is defined to be

$$H_k(X, Y) = - \frac{1}{T} \sum_{x, y \in \Sigma^k} c(x, y) \left[ \sum_{xa, yb \in \Sigma} p_{x,y}(xa, yb|x, y) \log p_{x,y}(xa, yb|x, y) \right].$$
The joint empirical entropy of a set of strings $X = \{X_1, \ldots, X_T\}$ is defined analogously and is denoted $H_k(X)$.

We define the conditional entropy of two strings $X, Y \in \Sigma^T$ to be

$$H_k(X|Y) = -\frac{1}{T} \sum_{x, y \in \Sigma} c(x, y) \sum_{a, b \in \Sigma} p_{X,Y}(xa, yb|x, y) \log p_{X,Y}(xa|yb),$$

where we define $p_{X,Y}(xa|yb) = p_{X,Y}(xa, yb|x, y)/p_Y(yb|y)$ to be the probability that $a$ directly follows $x$ in $X$ given that $b$ directly follows $y$ in $Y$.

We say that two strings $X$ and $Y$ are **empirically independent** if, for all $j \leq k + 1$ and all $x, y \in \Sigma^j$, the observed probability of $x$ occurring at the same time instant as $y$ is equal to the product of the observed probabilities of each outcome individually, that is, $p_{X,Y}(x, y) = p_X(x)p_Y(y)$. If $X$ and $Y$ are empirically independent then this also implies that, for $a \in \Sigma$ and $b \in \Sigma$, $p_{X,Y}(xa, yb|x, y) = p_X(xa|x)p_Y(yb|y)$.

The following technical lemma provides a few straightforward generalizations regarding properties of statistical entropy to empirical entropy. The proof has been included for completeness in Appendix A.

**Lemma 3.2.** Consider two strings $X, Y \in \Sigma^T$. Let $X + Y$ denote the componentwise sum of these strings.

(i) If $X$ and $Y$ are empirically independent, $H_k(X, Y) = H_k(X) + H_k(Y)$.

(ii) $H_k(X, Y) = H_k(X) + H_k(Y|X)$.

(iii) $H_k(X, Y) \leq H_k(X) + H_k(Y)$.

(iv) $H_k(X + Y) \leq H_k(X) + H_k(Y)$.

4. **Locality and limited independence**

In this section we present two results in support of our framework’s assumptions about $m$-locality and independence of non-local sensor streams, one theoretical and one empirical. We begin in Section 4.1 by examining the locality component of this assumption through a theoretical comparison of the efficiency of our framework to KDS. Then we consider the practicality of the locality assumption through experimental analysis in Section 4.2. Finally, we expand our initially strict independence assumption to a notion of limited independence (in both the statistical and empirical settings) in Section 4.3. This relaxation of the independence restriction also necessitates a return to, and expansion of, the entropy property lemmas given in Section 3.

4.1. **Efficiency with respect to short-haul KDS**

We believe that $m$-local entropy is a reasonable measure of the complexity of representing geometric motion. It might seem at first that any system that is based on monitoring the motion of a large number of moving objects by the incremental counts of a large number of sensors would produce such a huge volume of data that it would be utterly impractical as a basis for computation. Indeed, this is why compression is such an important ingredient in our framework. But, is it reasonable to assume that lossless compression can achieve the desired degree of data reduction needed to make this scheme competitive with purely prescriptive methods such as KDS? In this section, we consider a simple comparison, which suggests that lossless compression can achieve nearly the same bit rates as KDS would need to describe the motion of moving objects.

This may seem like comparing “apples and oranges,” since KDS assumes precise knowledge of the future motion of objects through the use of flight plans. In contrast, our framework has no precise knowledge of individual point motions (only the occupancy counts of sensor regions) and must have the flexibility to cope with whatever motion is presented to it. Our analysis will exploit the fact that, if the motion of each point can be prescribed, then the resulting system must have relatively low entropy. To make the comparison fair, we will need to impose some constraints on the nature of the point motion and the sensor layout. First, to model limited statistical dependence we assume that points change their motion plans after traveling some local distance threshold $\ell$. Second, we assume that sensor regions are modeled as disks of constant radius, and (again to limit statistical dependence) not too many disks overlap the same region of space. These assumptions are not part of our framework. They are just useful for this comparison.

Here we will assume that flight plans are linear and that motion is in the plane, but generalizations are not difficult. Let $Q$ denote a collection of $n$ moving objects over some long time period $0 \leq t \leq T$. We assume that the location of the $i$th object is broken into some number of linear segments, each represented by a sequence of tuples $(u_{i,j}, v_{i,j}, t_{i,j}) \in (\mathbb{Z}^2, \mathbb{Z}^2, \mathbb{Z}^+) \subset \mathbb{R}^3$, which indicates that in the time interval $t \in (t_{i,j-1}, t_{i,j})$, the $i$th object is located at the point $u_{i,j} + t \cdot v_{i,j}$. (Let $t_{i,0} = 0$.) We assume that all these quantities are integers and that the coordinates of $u_{i,j}, v_{i,j}$ are each representable with at most $b$ bits. Let $\Delta_{i,j} = t_{i,j} - t_{i,j-1}$ denote the length of the $j$th time interval for the $i$th point.

In most real motion systems objects change velocities periodically. To model this, we assume we are given a locality parameter $\ell$ for the system, and we assume that the maximum length of any segment (that is, $\max_{t_{i,j}} |\Delta_{i,j}|$) is at most $\ell$. Let $s$ be the minimum number of segments that need to be encoded for any single object. Assuming a fix-length
encoding of the numeric values, each segment requires at least 4b bits to encode, which implies that the number of bits needed to encode the entire system of n objects for a single time step is at least

\[ B_{KDS}(n, \ell) \geq \frac{n \cdot s \cdot (4b)}{T}. \]

We call this the short-haul KDS bit rate for this system.

In order to model such a scenario within our framework, let \( P \) denote a collection of \( S \) sensors in the plane. Let us assume that each sensor region is a disk of radius \( \lambda \). We may assume that the flight plans have been drawn according to some stable random process, so that the sensor observation streams satisfy the assumptions of stationarity and ergodicity.

We will need to add the reasonable assumption that the sensors are not too densely clustered (since our notion of locality is based on \( m \)-nearest neighbors and not on an arbitrary distance threshold.) More formally, we assume that, for some constant \( \gamma \geq 1 \), any disk of radius \( r > 0 \) intersects at most \( \gamma \frac{r}{\lambda} \) sensor regions. Let \( X = (X_1, X_2, \ldots, X_S) \) denote the resulting collection of sensor observation streams, and let \( H_m(n, \ell) \) denote the normalized \( m \)-local entropy of the resulting system. Our main result shows that the \( m \)-local entropy is within a constant factor of the short-haul KDS bit rate, and thus is a reasonably efficient measure of motion complexity.

**Theorem 4.1.** Consider a short-haul KDS and the sensor-based systems defined above. Then for all sufficiently large \( m \)

\[ H_m(n, \ell) \leq \left( 4 \frac{\ell}{\lambda} \sqrt{\frac{\gamma}{m}} + 1 \right) B_{KDS}(n, \ell). \]

Before giving the proof, observe that this implies that if the locality parameter \( m \) grows proportionally to \( \left( \ell/\lambda \right)^2 \), then up to constant factors we can encode the observed continuous motion as efficiently as its raw representation. That is, \( m \) should be proportional to the square of the number of sensors needed to cover each segment of linear motion. Note that this is independent of the number of sensors and the number of moving objects. It is also important to note that this is independent of the sensor sampling rate. Doubling the sampling frequency will double the size of the raw data set, but it does not increase the information content, and hence does not increase the system entropy.

**Corollary 4.1.1.** By selecting \( m = \Omega((\ell/\lambda)^2) \), we have \( H_m(n, \ell) = O(B_{KDS}(n, \ell)) \).

**Proof of Theorem 4.1.** Consider an arbitrary moving object \( j \) of the system, and let \( X_{ij} \) denote the 0–1 observation counts for sensor \( i \) considering just this one object. Let us denote the associated single-object system for \( j \) as \( X_{ij} = (X_{1ij}, X_{2ij}, \ldots, X_{Sij}) \). Clearly, \( H_m(X) \leq \sum_{j=1}^{m} H_m(X_{ij}) \), since the latter is an upper bound on the joint \( m \)-local entropy of the entire system, and as shown in Lemma 3.1 for the special case of two streams the sum of observations cannot have greater entropy than the joint system.

Let \( s_j \) be the number of segments representing the motion of object \( j \). Each segment is of length at most \( \ell \). Consider the per-object KDS bit-rate for object \( j \), denoted \( B_{KDS}(j) \). Note that KDS considers the motion of each object individually, so \( B_{KDS} = \sum_{j=1}^{m} B_{KDS}(j) \). KDS requires \( 4b \) bits per segment, so \( B_{KDS}(j) \geq \frac{4b s_j}{\ell} \). Let \( \ell' = (\lambda/\sqrt{m/\gamma}) \). Clearly, \( \ell' > 0 \). Subdivide each of the \( s_j \) segments into at most \( \left( \ell/\ell' \right) \) subsegments of length \( \ell' \) and at most one of length less than \( \ell' \). Then there is a total of at most \( s_j (\ell/\ell' + 1) \) subsegments.

We claim that the joint entropy of the sensors whose regions intersect each subsegment is at most \( 4b \). To see this, observe that there are \( 2^{4b} \) possible linear paths upon which the object may be moving, and each choice completely determines the output of all these sensors (in this single-object system). The entropy is maximized when all paths have equal probability, which implies that the joint entropy is \( \log_2(2^{4b}) = 4b \). Recall that at most \( \gamma \frac{r}{\lambda} \) sensor regions intersect any disk of radius \( r \). Clearly, each subsegment can be covered by a disk of radius \( \ell' \). Therefore, at most \( \gamma (\ell'/\lambda) = \gamma (\sqrt{m/\gamma}/\sqrt{\lambda}) \) sensor regions can intersect some subsegment. We assert that all sensors intersecting this subsegment are mutually \( m \)-close. To see this, consider some sensors with sensing region centers \( c_1 \) and \( c_2 \) that intersect such a subsegment. Observe that, by the triangle inequality, the distance between \( c_1 \) and \( c_2 \) is at most \( 2\lambda + \ell' \). Since \( \ell' = (\lambda/\sqrt{m/\gamma}), \) by choosing \( m \geq 16\gamma \) it follows that \( \lambda \leq \ell' \), so \( 2\lambda + \ell' \leq 3\ell' \). Thus, for each sensor with center \( c_1 \) whose region overlaps this subsegment, the centers of the other overlapping sensors lie within a disk of radius \( 3\ell' \) centered at \( c_1 \). In order to establish our assertion, it suffices to show that the number of sensor centers lying within such a disk is at most \( m \). Again recall that at most \( \gamma \frac{r}{\lambda} \) sensor regions intersect any disk of radius \( r \), so at most \( \gamma (\sqrt{m/\gamma}/\sqrt{\lambda}) \) sensor regions intersect the disk of radius \( 3\ell' \). Under our assumption that \( m \geq 16\gamma \), it is easy to verify that \( \gamma (\sqrt{m/\gamma}/\sqrt{\lambda}) \leq m \), as desired. Since the overlapping sensors are all mutually \( m \)-close, their \( m \)-local entropy is equal to their joint entropy, and so the \( m \)-local entropy is also at most \( 4b \).

Thus, to establish an upper bound on \( H_m(X_{ij}) \), it suffices to multiply the total number of subsegments by \( 4b \) and normalize by dividing by \( T \). So we have

\[ H_m(X_{ij}) \leq \left( \frac{\ell}{\ell'} + 1 \right) \frac{4bs_j}{T} \leq \left( \frac{\ell}{\ell'} + 1 \right) B_{KDS}(j) = \left( \frac{4\ell}{\lambda} \sqrt{\frac{\gamma}{m}} + 1 \right) B_{KDS}(j). \]

Considering the normalized \( m \)-local entropy of the entire system, we have
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\[ H_m(X) \leq \sum_{j=1}^{n} \left( \frac{4\ell}{\lambda} \sqrt{\frac{y}{m} + 1} \right) B_{\text{KDS}}(j) = \left( \frac{4\ell}{\lambda} \sqrt{\frac{y}{m} + 1} \right) B_{\text{KDS}}, \]

which completes the proof. □

4.2. Experimental locality results

In order to provide evidence that our framework’s locality properties are satisfied on real-world data, we provide an empirical analysis of these assumptions. Although our data sets are rather small, they are large enough to demonstrate the value of local clustering in compression. We consider experimental results on two data sets – a simulated data set consisting of 19 sensors observing equal-sized portions of a circular highway (simulated using the “intelligent driver” traffic model [40, 41]) and a data set of hallway observations from the Mitsubishi Electronic Research Laboratories (MERL) consisting of 213 sensors [42]. Both of these data sets contain one count per second, representing the number of cars or people, respectively, within the sensor region during that second. For the MERL data set, these counts were derived from activation times (given by epoch time stamps) by considering each sensor activation to contribute a count of one to the associated sensor region for that second. We consider the assumption of \( m \)-locality in the context of the simulated data and the collected hallway movement data.

We examine the assumption that the sensor systems are \( m \)-local by considering the entropy relationship of a single sensor stream with that of its \( m \)th neighbor (where neighbor relationships are determined based on graph distance in the underlying network), for increasing values of \( m \). Specifically, we consider the entropy ratio, \( \frac{H_k(X, Y)}{H_k(X) + H_k(Y)} \), that is, the ratio of the pairwise joint empirical entropy (for \( k = 4 \)) of the two sensors to the sum of their individual entropies for 10 days of data. This value can range from 0.5 to 1.0, and is low when two sensor streams are statistically dependent and increases to unity when the sensor streams are independent. As shown in Fig. 2, both the simulated data and the MERL data set have clear local neighborhoods where the entropy ratio is low, and as the neighbor number increases so does the entropy ratio. Our results show that, in both data sets, there is strong evidence in support of the underlying hypothesis of our framework, namely that nearby sensors have much lower joint entropy than distant ones.

4.3. Limited independence

Perfect statistical or empirical independence is too strong an assumption to impose on sensor observations. For example, if strings are drawn from independent sources, empirical independence will hold only in the limit. To deal with this, in this section we introduce a notion of limited independence for both the statistical and empirical settings. Given \( 0 \leq \delta < 1 \), we say that a set of sensor streams \( X = \{X_1, X_2, \ldots, X_Z\} \) is statistically \( \delta \)-independent if, for any \( k \) and outcomes \( x_i \in \Sigma^k \),

\[
(1 - \delta) \prod_{i=1}^{Z} p(x_i) \leq p(x_1, x_2, \ldots, x_Z) \leq (1 + \delta) \prod_{i=1}^{Z} p(x_i).
\]
In the following lemma, we develop a relationship regarding the entropies of statistically $\delta$-independent streams. This lemma is analogous to the property that $\mathcal{H}(X) = \sum_{i=1}^{Z} \mathcal{H}(X_i)$ for mutually statistically independent streams. In Section 5.4 when we extend the compression algorithm to work in a $\delta$-independent setting, we will need to make use of this property (and its empirical equivalent developed in Lemma 4.2) in order to determine a lower bound for a compression algorithm that correctly takes advantage of any dependence among the streams.

**Lemma 4.1.** Given $0 \leq \delta < 1$ and a set of statistically $\delta$-independent streams $X = \{X_1, X_2, \ldots, X_Z\}$,

$$(1 - \delta) \left( \sum_{i=1}^{Z} \mathcal{H}(X_i) \right) - O(\delta) \leq \mathcal{H}(X) \leq (1 + \delta) \left( \sum_{i=1}^{Z} \mathcal{H}(X_i) \right) + O(\delta).$$

**Proof.** For simplicity of presentation, here we prove the lemma for the special case of just two sets $X = \{X, Y\}$, but the generalization to multiple sets is straightforward.

Recall that

$$\mathcal{H}(X, Y) = \lim_{k \to \infty} -\frac{1}{k} \sum_{x \in X, y \in Y} p(x, y) \log p(x, y).$$

By the assumption of statistical $\delta$-independence, and by manipulation of the definitions, we have

$$\mathcal{H}(X, Y) \leq \lim_{k \to \infty} -\frac{1}{k} \sum_{x \in X, y \in Y} p(x)p(y)(1 + \delta) \log(p(x, y))$$

$$\leq \lim_{k \to \infty} \frac{1}{k} \sum_{x \in X, y \in Y} p(x)p(y)(1 + \delta) \log \frac{1}{p(x)p(y)(1 - \delta)}$$

$$= \lim_{k \to \infty} \frac{1}{k} \left[ -\sum_{x \in X} (p(x) \log p(x)) - \sum_{y \in Y} (p(y) \log p(y)) + \log \frac{1}{1 - \delta} \right]$$

$$= (1 + \delta)(\mathcal{H}(X) + \mathcal{H}(Y)) + \lim_{k \to \infty} \frac{1 + \delta}{k} \log \frac{1}{1 - \delta}.$$

By a Taylor expansion in the neighborhood of $\delta = 0$, we see that $(1 + \delta) \log \frac{1}{1 - \delta} = O(\delta)$, which yields $\mathcal{H}(X, Y) \leq (1 + \delta)(\mathcal{H}(X) + \mathcal{H}(Y)) + O(\delta)$. The proof that $(1 - \delta)(\mathcal{H}(X) + \mathcal{H}(Y)) - O(\delta)$ follows symmetrically. □

We also introduce the idea of limited independence in the context of empirical entropy. Given $0 \leq \delta < 1$, a set of strings $\{X_1, X_2, \ldots, X_Z\}$ is empirically $\delta$-independent if, for all $x_i \in \Sigma^j$ for $j \leq k + 1$,

$$(1 - \delta) \prod_{i=1}^{Z} p(x_i) \leq p(x_1, x_2, \ldots, x_Z) \leq (1 + \delta) \prod_{i=1}^{Z} p(x_i).$$

**Lemma 4.2.** Given $0 \leq \delta < 1$, and a set of empirically $\delta$-independent strings $X = \{X_1, X_2, \ldots, X_Z\}$ for $X_i \in \Sigma^j$ where $j \leq k + 1$,

$$(1 - \delta) \sum_{i=1}^{Z} \mathcal{H}_k(X_i) - O(\delta) \leq \mathcal{H}_k(X) \leq (1 + \delta) \sum_{i=1}^{Z} \mathcal{H}_k(X_i) + O(\delta).$$

**Proof.** As before, for simplicity of presentation, here we prove the lemma for the special case of just two sets $X = \{X, Y\}$, but the generalization to multiple sets is straightforward.

$$\mathcal{H}_k(X, Y) = -\frac{1}{T} \sum_{x, y \in \Sigma^k} c(x, y) \sum_{x_a, y_b \in \Sigma} p(x_a, y_b|x, y) \log p(x_a, y_b|x, y),$$

where $p(x_a, y_b|x, y) = p_{X,Y}(x_a, y_b|x, y)$. Recall that $p_{X,Y}(x_a, y_b|x, y) = c(x_a, y_b)/c(x, y)$ where $c(x_a, y_b)$ is the number of times the string $x_a \in X$ appears at the same indices as $y_b \in Y$. We have

$$\mathcal{H}_k(X, Y) = -\frac{1}{T} \sum_{x, y \in \Sigma^k} c(x, y) \sum_{a, b \in \Sigma} \frac{c(x_a, y_b)}{c(x, y)} \log p(x_a, y_b|x, y)$$

$$= -\frac{1}{T} \sum_{x, y \in \Sigma^k} \sum_{a, b \in \Sigma} \frac{c(x_a, y_b) (T - k)}{T - k} \log p(x_a, y_b|x, y).$$
Since \( p(xa, yb) = \frac{c(xa, yb)}{1 - \frac{1}{T}} \), \( p(x, y) = \frac{c(x, y)}{1 - \frac{1}{T}} \), and \( p(xa, yb|x, y) = \frac{c(xa, yb)}{c(x, y)} \) this is
\[
H_k(X, Y) = - \frac{T - k}{T} \sum_{x, y \in \Sigma^k} \sum_{a, b \in \Sigma} p(xa, yb) \log \left( \frac{(T - k) \cdot c(xa, yb)}{(T - k) \cdot c(x, y)} \right)
\]
\[
= - \frac{T - k}{T} \sum_{x, y \in \Sigma^k} \sum_{a, b \in \Sigma} p(xa, yb) \log \left( \frac{p(xa, yb)}{p(xa, yb)} = H_k(X) + H_k(Y). \right.
\]

Before proceeding with this analysis, we develop a useful relationship.

\[
- \frac{(T - k)}{T} \left[ \sum_{x, y \in \Sigma^k} p(x)p(y) \sum_{a, b \in \Sigma} p(xa|x)p(yb|y) \log(p(xa|x)p(yb|y)) \right]
\]
\[
= - \frac{1}{T} \left[ \sum_{x \in \Sigma^k} c(x) \sum_{a \in \Sigma} p(xa|x) \log p(xa|x) + \sum_{y \in \Sigma^k} c(y) \sum_{b \in \Sigma} p(yb|y) \log p(yb|y) \right]
\]
\[
= H_k(X) + H_k(Y).
\]

Now we develop an upper bound on the earlier equation. Let \( f = -p(xa, yb) \log \frac{p(xa, yb)}{p(xa, yb)} = p(xa, yb) \log \frac{p(xa, yb)}{p(xa, yb)} \). Then the equation we wish to bound is
\[
- \frac{T - k}{T} \sum_{x, y \in \Sigma^k} \sum_{a, b \in \Sigma} f.
\]
where, by the definition of \( \delta \)-independence,
\[
f \leq (1 + \delta)p(xa)p(yb) \log \left( \frac{p(x, y)}{p(xa, yb)} \right) \leq (1 + \delta)p(xa)p(yb) \log \left( \frac{(1 + \delta)p(x)p(y)}{(1 - \delta)p(xa)p(yb)} \right).
\]

Since \( p(xa, yb) = p(xa|x)p(x)p(yb|y)p(y) \), this is equal to
\[
(1 + \delta)p(x)p(y)p(xa|x)p(yb|y) \log \left( \frac{(1 + \delta)p(x)p(y)}{(1 - \delta)p(xa|x)p(yb|y)} \right)
\]
\[
= (1 + \delta)p(x)p(y)p(xa|x)p(yb|y) \log \left( \frac{(1 + \delta)}{(1 - \delta)} - \log(p(xa|x)p(yb|y)) \right).
\]

Substituting back in for \( f \) and using our previously developed relationship, we have
\[
H_k(X, Y) \leq (1 + \delta)(H_k(X) + H_k(Y)) + \frac{(1 + \delta)(T - k)}{T} \sum_{x, y \in \Sigma^k} \sum_{a, b \in \Sigma} p(xa|x)p(yb|y) \log \frac{1 + \delta}{1 - \delta}
\]
\[
= (1 + \delta)(H_k(X) + H_k(Y)) + \frac{(1 + \delta)(T - k)}{T} \log \frac{1 + \delta}{1 - \delta}.
\]

Let
\[
g(\delta) = \log \frac{1 + \delta}{1 - \delta} = \log \left( 1 + \frac{2\delta}{1 - \delta} \right).
\]

Consider the Taylor expansion for \( g(\delta) \) in the neighborhood of \( \delta = 0 \) (i.e., the Maclaurin series). The Maclaurin series for \( g(\delta) \) is within a constant factor of the expansion for \( \log(1/(1 - \delta)) = \delta + \frac{\delta^2}{2} + \frac{\delta^3}{3} + O(\delta^4) \). Since \( \delta < 1 \) by definition, \( \delta^i > \delta^j \) for \( i < j \), so \( \log(1/(1 - \delta)) = O(\delta) \) and \( g(\delta) = O(\delta) \). Substituting back into our main inequality, we have
\[
H_k(X, Y) \leq (1 + \delta)(H_k(X) + H_k(Y)) + \frac{(1 + \delta)(T - k)}{T} O(\delta)
\]
\[
\leq (1 + \delta)(H_k(X) + H_k(Y)) + O(\delta).
\]

The proof that
\[
(1 - \delta)(H_k(X) + H_k(Y)) - O(\delta) \leq H_k(X, Y)
\]
proceeds symmetrically. \( \Box \)
5. Compression results

Having developed the necessary framework and associated realistic modifications and analyses, we can now introduce the main compression results within this framework. The principal result of this section is that given the observation streams of a system of sensors in our framework, it is possible to represent the combined streams in a manner that is within a constant factor of the information-theoretic lower bound. As mentioned in Section 2, we will exploit the fact that the sensor system is m-local in order to partition the sensors into a small number of sets such that each set can be further partitioned into clusters that are pairwise statistically independent. Since the clusters are independent, they can each be compressed individually.

In Section 5.1 we establish the main partitioning result upon which our approach is based. In Section 5.2 we present the compression algorithm within the pure version of our framework. Later in Section 5.4 we generalize this to the more realistic empirical context and under the assumption of limited independence.

5.1. Partitioning algorithm

Before presenting our partitioning results, we introduce some definitions regarding properties of the static point set representing sensor locations. Let \( P \) denote an \( n \)-element point set in \( \mathbb{R}^d \) representing the locations of a set of sensors. Let us make the general-position assumption that the distances between all pairs of points of \( P \) are distinct, so that \( m \)th nearest neighbors can be defined uniquely. Given an integer parameter \( m \) and \( p \in P \), let \( r_m(p) \) denote the distance from \( p \) to its \( m \)th nearest neighbor in \( P \setminus \{p\} \). Recall from Section 2 that two points \( p, q \in P \) are mutually \( m \)-close if they are each among the other’s \( m \) nearest neighbors, that is \( \|pq\| \leq \min(r_m(p), r_m(q)) \). Throughout, we will assume that \( m \) is a constant (which may depend on the dimension, but not on \( n \)). We say that a subset \( P' \subseteq P \) is \( m \)-clusterable if it can be partitioned into subsets \( C_1, C_2, \ldots \), called clusters, such that \( |C_j| \leq m+1 \) and if \( p \) and \( q \) are mutually \( m \)-close then \( p \) and \( q \) are in the same subset of the partition. (Note that the definition of \( r_m(p) \) used in this definition is with respect to \( P \), not \( P' \)). Intuitively, this means that naturally defined clusters in the set are sufficiently well separated so that points within the same cluster are closer to each other than they are to points outside of the cluster. The following lemma shows that in any space of constant doubling dimension (recall the definition from Section 2) it is possible to partition the set into subsets that are each \( m \)-clusterable.

**Lemma 5.1.** In any doubling space there exists an integral constant \( c \) (depending on dimension) such that for any integral \( m > 0 \) and any set \( P \) in this space, \( P \) can be partitioned into at most \( c \) subsets, \( P_1, P_2, \ldots \) of which each is \( m \)-clusterable.

**Proof.** The partitioning can be computed using the algorithm \( \text{Partition}(P, m) \) given in Fig. 3. It works in a series of phases. At the start of each phase, all the points of \( P \) are unmarked. We repeatedly select the unmarked point \( p \in P \) that minimizes \( r = r_m(p) \). All the points of \( P \) that lie within distance \( r \) of \( p \) are added to the current partition and are removed from \( P \). These removed points constitute a cluster, and \( p \) is called a cluster center. The points of \( P \) that lie within distance \( 3r \) of \( p \) are marked. (Intuitively, these points form a buffer region around the cluster.) The phase ends when all points have been marked, and the algorithm terminates when \( P \) is empty. Thus, each iteration of the inner loop creates a cluster, and each iteration of the outer loop creates a subset of the partition.

First, we show that the output \( P_i \) of each phase is an \( m \)-clusterable subset of \( P \). Let \( C_1, C_2, \ldots \) denote the clusters constituting \( P_i \). Let \( p_j \in P_i \) denote the cluster center for \( C_j \). The points of the cluster are some subset of points of \( P \) lying within distance \( r_j = r_m(p_j) \) of \( p_j \), and therefore \( |C_j| \leq m+1 \). (Note that there may be fewer than \( m+1 \) points in the cluster,
because some of these points may have been removed from $P$ earlier in the algorithm, and $r_m$ is defined with respect to the original set $P$.) It suffices to show that for any $k > j$, no point $p \in C_j$ can be mutually $m$-close to a point $q \in C_k$. By construction, $p$ lies within distance $r_j$ of $p_j$, and therefore by the triangle inequality, $p$ lies within distance $2r_j$ of at least $m$ points of (the original set) $P$, namely $p_j$ and $m - 1$ of $p_j$’s nearest neighbors (not counting $p$ itself). This implies that $r_m(p) \leq 2r_j$. By our marking process and the fact that $k > j$, any point $q \in C_k$ lies at distance greater than $3r_j$ from $p_j$, and so by the triangle inequality, $q$ lies at distance greater than $3r_j - r_j = 2r_j$ from $p$. This implies that

$$
\|pq\| > 2r_j \geq r_m(p) \geq \min(r_m(p), r_m(q)).
$$

That is, $p$ and $q$ are not mutually $m$-close, as desired.

Next, we bound the number of clusters $c$ in each partition. We refer to each iteration of the outer while loop as a phase. Note that at the end of the first phase, all points are either marked or removed from $P$. Consider some point $p$ that remains after the first phase, and let $p'$ be the point that marked it. Let $r = r_m(p')$ (see Fig. 4). By our marking process, $p$ lies within distance $3r$ of $p'$. Since there are $m$ points of $P$ within distance $r$ of $p'$, by the triangle inequality, there are at least $m$ points within distance $4r$ of $p$, so $r_m(p) \leq 4r$. Let $i$ denote the phase in which $p$ is finally added to some cluster. It must have been marked by $i - 1$ points at each of the earlier phases. Let $M(p)$ denote these points. In order to bound the number of sets in the partition, we will bound the number of times each point is marked by establishing an upper bound on $|M(p)|$.

Since clusters are formed in increasing order of $r_m$ values, in order for a point $q$ to mark $p$, it must have been chosen as a cluster center before $p$, implying that $r_m(q) < r_m(p)$. Therefore, any point $q$ of $M(p)$ lies within distance

$$
3 \cdot r_m(q) \leq 3 \cdot r_m(p) \leq 3 \cdot 4r = 12r
$$

of $p$. Since $p'$ was the first point to mark $p$, for all $q \in M(p)$ we have $r_m(q) \geq r_m(p) = r$. Whenever a point $q$ is chosen as a cluster center, all the remaining points of $P$ lying within distance $r_m(q) \geq r$ are removed from $P$ and can never be a cluster center. Therefore, for each $q, q' \in M(p)$, we have $\|qq'\| > r$. In summary, the points of $M(p)$ all lie within a ball of radius $12r$ and each pair of points is separated by a distance of at least $r$. By a straightforward packing argument, in any doubling space the number such points is bounded by a function of the doubling dimension. Therefore, there exists a constant $c$ (depending on the doubling dimension) such that $|M(p)| \leq c - 1$. Since no point can be marked more than $c - 1$ times, every points will be placed in some cluster by phase $c$. \qed

5.2. Compression theorem

We now present the main compression algorithm and its analysis. Let us begin with some notation. Let $P = \{p_1, p_2, \ldots, p_5\}$ be an $m$-local system of sensors, and let $X = \{X_1, X_2, \ldots, X_5\}$ be the observation streams recorded by these sensors. Let $\{P_1, P_2, \ldots, P_4\}$ denote the partition of $P$ resulting by applying Lemma 5.1, and for $1 \leq i \leq c$, let $X_i$ denote the collection of observation streams associated with $P_i$. Let $\{C_{ij}\}$ be the set of clusters associated with $P_i$, and let $\{X_{ij}\}$ denote the corresponding clusters of observation streams. Letting $h_{ij}$ denote the cardinality of $C_{ij}$, for $1 \leq h \leq h_{ij}$, let $X_{ijh}$ denote the $h$th observation of this stream.

Our compression algorithm first applies the partitioning algorithm of Lemma 5.1 (recall Fig. 3). It then jointly compresses the sensor streams of each cluster separately and returns their union. In particular, for each cluster $C_{ij}$, we create a string $X_{ij}$ whose $r$th character is a tuple consisting of the $r$th characters of each of the streams of $C_{ij}$. That is, $X_{ij} = (X_{ij1r}, X_{ij2r}, \ldots, X_{ijhr})_{r=1}^{r_m}$. By Lemma 5.1, the points of $P_i$ that lie in different clusters are not mutually $m$-close, and therefore their associated strings are statistically independent. It follows from independence that the joint entropy of $X_i$ is
the sum of the joint entropies of the string sets associated with the individual clusters, that is, \( \mathcal{H}(X_i) = \sum_{j=1}^{h_{ij}} \mathcal{H}(\widehat{X}_{ij}) \). By definition, the joint entropy of \( X_{ij} \) is equal to the entropy of the string \( \widehat{X}_{ij} \). Therefore, we have

\[
\mathcal{H}(X_i) = \sum_{j=1}^{h_{ij}} \mathcal{H}(\widehat{X}_{ij}).
\]

By applying an optimal entropy-based compression algorithm (for example, the Lempel–Ziv sliding-window compression algorithm \([44]\)) to each of the cluster strings \( \widehat{X}_{ij} \) for \( 1 \leq j \leq h_{ij} \), the union of these compressed strings is a faithful representation of the system \( X_i \) that is of optimal length (in the limit). Finally, the stream system \( X_i \) is a subset of the complete system \( X \), we have \( \mathcal{H}(X_i) \leq \mathcal{H}(X) \). Thus, if we apply this to each sensor stream \( X_i \) associated with each subset \( P_i \) of the partition, we obtain \( c = O(1) \) compressed streams, each of which can be represented using no more bits than an optimum encoding of the entire system.

The complete compression algorithm is presented in Fig. 5. Recall from Lemma 5.1 that each cluster is of size at most \( m+1 \), and therefore (by our assumption that \( m \) is a constant), the resulting strings \( \widehat{X}_{ij} \) are over an alphabet that is a factor of at most \( m+1 \) times larger than the alphabets associated with the streams of the individual sensors. Therefore, in contrast to the approach of compressing the entire sensor system, this local approach is much more practical.

In order to state our main result we introduce some notation. Given a stream \( X \) and an entropy-based compression algorithm \( \text{alg} \), let \( \text{Enc}_{\text{alg}}(X) \) denote the length (in bits) of the output of \( \text{alg} \) on input \( X \). When the exact choice of compression algorithm is unimportant, we use \( \text{Enc}_{\text{opt}}(X) \) to denote the length of an ideal optimal entropy-based compression algorithm. Given a set of streams \( X \), let \( \text{Enc}_{\text{alg}}(X) \) denote the sum of the lengths resulting by applying the compression algorithm to each stream of \( X \) individually. Given a set of streams \( X \), let \( S_{\text{opt}}(X) \) denote the optimal size (in bits) of an entropy-based encoding of \( X \). (We will rely on context to distinguish between \( S_{\text{opt}}(X) \) in statistical and empirical contexts.) Our main compression result in the statistical context follows as an immediate consequence of the above.

**Theorem 5.1.** In any doubling space there exists an integral constant \( c \) (depending on dimension) such that given any integral \( m > 0 \), an \( m \)-local sensor system \( P \) in this space, and an associated set of observation streams \( X \), it is possible to faithfully represent \( X \) as a collection of \( c \) streams \( \{X_1, X_2, \ldots, X_c\} \), such that:

\begin{itemize}
  \item[(i)] for \( 1 \leq i \leq c \), \( \text{Enc}_{\text{opt}}(X_i) \leq S_{\text{opt}}(X) \),
  \item[(ii)] \( \text{Enc}_{\text{opt}}(X) \leq c \cdot S_{\text{opt}}(X) \).
\end{itemize}

5.3. Experimental compression results

Next, we consider experimental results on the PartitionCompress algorithm. We compare the original observations size, the total size of all LZ78 dictionaries created for individual sensors’ observations, and the size of the LZ78 dictionaries created according to the PartitionCompress algorithm taking advantage of dependence between neighboring sensors. We again consider the MERL data, this time for 10 hours of data, and consider neighbor numbers from the perspective of sensor “369,” a sensor in the middle of a straight segment of hallway. The results, shown in Fig. 6, show a roughly 50-fold improvement of PartitionCompress over the uncompressed data and a 2-fold improvement over the data compressed without clustering, when \( m = 5 \). Note also that these results again confirm our locality assumptions, since the improvement increases until \( m = 5 \) at which point including more sensors in the locality neighborhood has no effect.

Recall from the previous sections that we proved that PartitionCompress creates \( c = O(1) \) partitions (\( c = 1 + 12^d \) for points in \( \mathbb{R}^d \)) and that PartitionCompress compresses the sensor system to within \( c \) times the optimal joint entropy bound. For the simulated data, when considered over all possible values of \( m \), \( c \) ranged from 1 to 4 with a median value of 3. For the MERL data set, when considered over values of \( m \) from 1 to 50, \( c \) ranged from 3 to 6 with a median value of 5. In comparison, the worst case bound gives a value of \( c = 145 \) for two-dimensional Euclidean space. Thus, \( c \) is shown in
practice to be much less than the worst case bound, and the compressed size of the data achieved by PartitionCompress is correspondingly only a small factor away from the optimal.

5.4. Compression with limited independence

In this section we will consider the encoding size that can be achieved by PartitionCompress when analyzed in terms of empirical entropy and when the framework is extended to allow $\delta$-independence. Since PartitionCompress relies on a compression algorithm as a subroutine, the compression bounds for this subroutine will impact the final encoding size achieved by PartitionCompress. We will analyze this size in both statistical and empirical settings. In either context, we will use $\text{Enc}_{\text{opt}}(\mathbf{X})$ to denote the length of the encoded set of sensor streams $\mathbf{X}$, where $\text{alg}$ is the compression algorithm used by PartitionCompress.

5.4.1. Statistical setting

Given a set of statistically independent streams $\mathbf{X} = \{X_1, X_2, \ldots, X_5\}$ in a statistical setting, standard information theory results [10] tell us that the optimal encoded space is $\sum_{i=1}^{5} H(X_i)$ bits. Recall that we denote this $S_{\text{opt}}(\mathbf{X})$. From Section 4.3, we know that the optimal space used by an encoded set of statistically $\delta$-independent streams $\mathbf{X}$ is $(1 - \delta)(\sum_{i=1}^{5} H(X_i)) - O(\delta)$ bits. Call this $S_{\text{opt}}(\mathbf{X}, \delta)$. Let $\text{opt}$ be some compression algorithm that achieves the optimal statistical entropy encoding length, for example the Lempel–Ziv trie-based encoding algorithm that we will refer to as LZ78 [45]. We know from Section 5.2 that $\text{Enc}_{\text{opt}}(\mathbf{X}) = O(\mathcal{H}(\mathbf{X}))$ bits for a set of observations from an $m$-local sensor system, where the hidden constant is exponential in the doubling dimension. We define a statistically $(\delta, m)$-local sensor system to be the same as an $m$-local sensor system but with an assumption of $\delta$-independence between the clusters instead of pure independence. We have the following theorem regarding the space used by PartitionCompress:

**Theorem 5.2.** Given a set $\mathbf{X}$ of sensor streams from a statistically $(\delta, m)$-local sensor system, for any $0 \leq \delta < 1 - \epsilon$, where $\delta$ may vary based on the sensor system and $\epsilon > 0$ is an absolute constant,

$$\text{Enc}(\mathbf{X}) = O\left(\max\{\delta T, S_{\text{opt}}(\mathbf{X})\}\right) \text{ bits.}$$

**Proof.** An optimal algorithm would compress each partition to take the greatest advantage of the dependence between clusters. It would achieve a space bound of

$$S_{\text{opt}}(\mathbf{X}, \delta) = T (1 - \delta) \left[ \sum_{i=1}^{S} H(X_i) \right] - T \cdot O(\delta)$$

for each partition. The PartitionCompress algorithm compresses each partition to space

$$S_{\text{opt}}(\mathbf{X}) = T \sum_{i=1}^{S} H(X_i).$$

The ratio is

$$\rho = \frac{S_{\text{opt}}(\mathbf{X})}{S_{\text{opt}}(\mathbf{X}, \delta)} = \frac{\sum_{i=1}^{S} H(X_i)}{(1 - \delta)(\sum_{i=1}^{S} H(X_i)) - O(\delta)}.$$

Here we consider the two possible cases for the relationship of $O(\delta)$ to $\sum_{i=1}^{S} H(X_i)$:
1. Case $O(δ) ≥ \sum_{i=1}^{S} H(X_i)$:
   \[
   \frac{\sum_{i=1}^{S} H(X_i)}{(1-δ)(\sum_{i=1}^{S} H(X_i))} - O(δ) = \left[\frac{1}{1-δ}\right]O(δ) = O(δ).
   \]
   For this case, PartitionCompress’s space bound is within $O(δ)$ of the optimal for a single one of the $c$ partitions, or a total of $O(δ)T$ times $S_{opt}(X, δ)$, which is $O(δ \cdot T)$, since $O(δ) ≥ \sum_{i=1}^{S} H(X_i)$.

2. Case $O(δ) < \sum_{i=1}^{S} H(X_i)$:
   \[
   \frac{1}{1-δ}\left[1 - O(δ)/(1-δ) \sum_{i=1}^{S} H(X_i)\right] ≤ \frac{1}{1-δ}\left[\frac{1}{1-δ}\right] = O\left(\frac{1}{1-δ}\right) = O(1 + δ).
   \]
   For this case, PartitionCompress’s space bound is $O((1 + δ)S_{opt}(X, δ))$, which is $O(S_{opt}(X))$ since $δ < 1 - ε$.

The final total space bound is $\max(O(δT), O(S_{opt}(X)))$. □

The space established in Theorem 5.2 is the basic statistical encoded space bound. It hides constants that are exponential in $m$ and the doubling dimension.

5.4.2. Empirical setting

In the rest of this section, we extend the statistical results from the earlier part of this section to the empirical setting. In order to reason about the empirically optimal space bound for a set of strings $X$, consider the string $X^*$ over the alphabet $Σ^S$ created from the original set of strings by letting the $i$th character of the new string, for $1 ≤ i ≤ T$, be equal to a new character created by concatenating the $i$th character of each string in the original set. As mentioned earlier, the new string’s optimal encoded space bound is $T \cdot H_k(X^*)$.

Lemma 5.2. Given a set of strings $X$ and a string $X^*$ created from $X$ as described above, $H_k(X^*) = H_k(X)$.

Proof. Recall that the definition of joint empirical entropy is based on the observed probability that single characters occur in all strings at the same index directly after specific substrings of length $k$. Observe that by the construction of $X^*$, simultaneous occurrences appear for the same indices at which a single combined character appears in $X^*$. This observation implies that if $H_k(X)$ is restated to refer to the characters appearing in $X^*$, $H_k(X^*) = H_k(X)$. □

Corollary 5.2.1. The minimum number of bits to encode a set $X$ of strings, assuming that each character depends only on the preceding $k$ characters, is $S_{opt}(X) = T \cdot H_k(X)$.

Although this construction suggests a compression procedure, it is impractical because in order to capture the repetitive nature of the strings in $X$, the window size $k$ would need to grow exponentially based on the size of the alphabet for each additional sensor stream. Instead, we use the more local approach of PartitionCompress.

We define an empirically $m$-local sensor system to be analogous to the definition of an $m$-local sensor system but with an assumption of empirical independence instead of statistical independence. Similarly, an empirically $(δ, m)$-local sensor system assumes empirical $δ$-independence instead of statistical independence. The algorithm PartitionCompress relies on an entropy encoding algorithm as a subroutine. In the context of an empirical entropy-based analysis it would be appropriate to use the data structure developed by Ferragina and Manzini [15] as the subroutine that jointly compresses the streams from a single cluster. The Ferragina and Manzini structure [15] gives an optimal space bound of $O(T \cdot H_k(X_j)) + T \cdot o(1)$ where $X_j$ is the merged stream for that single cluster. We are interested in developing a lower bound on the compression that can be achieved using PartitionCompress in an empirical setting. Instead of using a specific algorithm we use the bound of $S_{opt}(X)$ discussed earlier and call the algorithm that achieves this bound opt. Assuming empirical independence of the set of strings $X$ from $S$ separate clusters within a single partition, compressing these clusters separately achieves the optimal bound of $S_{opt}(X) = T \cdot \sum_{i=1}^{S} H_k(X_i)$ space for a single partition. As a direct consequence, we have the following theorem.

Theorem 5.3. Let $X$ denote a set of sensor streams from an empirically $m$-local sensor system. Then $Enc_{opt}(X)$ consists of $O(S_{opt}(X))$ bits.

The hidden constants from Theorem 5.3 and for Theorems 5.4 and 5.5 grow exponentially in $m$ and the doubling dimension of the space in which the sensors reside. If we consider empirical $δ$-independence, then the lower bound achieved by the compression algorithm (over $S$ total clusters in all partitions) remains $O(T \cdot \sum_{i=1}^{S} H_k(X_i))$, but $\sum_{i=1}^{S} H_k(X_i)$ is not generally equal to $H_k(X)$, and so an optimal algorithm may be able to reduce the bound due to the $δ$ dependence allowed. By application of Lemma 4.2, an optimal algorithm’s bound is $S_{opt}(X, δ) = T(1 - δ)(\sum_{i=1}^{S} H_k(X_i)) + T \cdot O(δ).$ We have the following theorem regarding the compressed size of the sensor streams.
Theorem 5.4. Given a set \(X\) of sensor streams from an empirically \((\delta, m)\)-local sensor system, for any \(0 \leq \delta < 1 - \epsilon\), where \(\delta\) may vary based on the sensor system and \(\epsilon > 0\) is an absolute constant,

\[
\text{Enc}_{\text{opt}}(X) = O\left(\max\{\delta T, S_{\text{opt}}(X)\}\right) \text{ bits.}
\]

Proof. As in the proof of Theorem 5.2, an optimal algorithm would compress each partition to take the greatest advantage of the dependence between clusters. It would achieve a space bound of

\[
S_{\text{opt}}(X, \delta) = T(1 - \delta)\left[\sum_{i=1}^{S} H_k(X_i)\right] - T \cdot O(\delta)
\]

for each partition. The PartitionCompress algorithm compresses each partition to space

\[
S_{\text{opt}}(X) = T \sum_{i=1}^{S} H_k(X_i).
\]

The ratio is

\[
\rho = \frac{S_{\text{opt}}(X)}{S_{\text{opt}}(X, \delta)} = \frac{\sum_{i=1}^{S} H_k(X_i)}{(1 - \delta)[\sum_{i=1}^{S} H_k(X_i)] - O(\delta)}.
\]

The rest of the proof proceeds following the proof of Theorem 5.2. \(\square\)

We are also interested in the LZ78 algorithm, since the dictionary created in the process of compression is useful for searching compressed text without uncompressing it [17]. While Kosaraju and Manzini [26] show that LZ78 does not achieve the optimal bound of \(T \cdot H_k(X)\), they show that it uses space at most \(T \cdot H_k(X) + O((T \log \log T)/\log T)\). In our context, this means that each cluster uses space \(T \cdot H_k(X) + O((T \log \log T)/\log T)\).

Theorem 5.5. Given a set \(X = \{X_1, X_2, \ldots, X_S\}\) of sensor streams taken over a sufficiently long time \(T\) from an empirically \((\delta, m)\)-local sensor system, for any \(0 \leq \delta < 1 - \epsilon\), where \(\delta\) may vary based on the sensor system and \(\epsilon > 0\) is an absolute constant,

\[
\text{Enc}(X) = cT \sum_{i=1}^{S}\left[H_k(X_i) + O\left(\frac{\log \log T}{\log T}\right)\right]
= O\left(\max\{\delta T, S_{\text{opt}}(X, \delta), \frac{T \log \log T}{\log T}\}\right) \text{ bits.}
\]

Proof. An optimal algorithm would compress each partition to take the most advantage of the dependence between clusters. It would achieve a space bound of

\[
T(1 - \delta)\left[\sum_{i=1}^{S} H_k(X_i)\right] - T \cdot O(\delta).
\]

In contrast, using LZ78 as the basis for PartitionCompress compresses each partition to

\[
T \sum_{i=1}^{S} H_k(X_i) + \sum_{i=1}^{S} O\left((T \log \log T)/\log T\right)
\]

where \(S\) is the total number of clusters over all partitions. The ratio is

\[
\frac{\sum_{i=1}^{S} H_k(X_i) + \sum_{i=1}^{S} O\left((\log \log T)/\log T\right)}{(1 - \delta)[\sum_{i=1}^{S} H_k(X_i)] - O(\delta)}
= \frac{1}{1 - \delta}\left[\frac{\sum_{i=1}^{S} H_k(X_i) + \sum_{i=1}^{S} O\left((\log \log T)/\log T\right)}{[\sum_{i=1}^{S} H_k(X_i)] - O(\delta)}\right].
\]

Here we consider the two possible cases for the relationship of \(O(\delta)\) to \(\sum_{i=1}^{S} H_k(X_i)\):
1. Case $O(\delta) \geq \sum_{i=1}^{S} H_k(X_i)$: 

$$\frac{1}{1-\delta} \left[ \frac{\sum_{i=1}^{S} H_k(X_i) + \sum_{i=1}^{S} O((\log \log T)/\log T)}{\sum_{i=1}^{S} H_k(X_i)} - O(\delta) \right]$$

$$\leq \frac{1}{1-\delta} \left[ O(\delta) + \frac{\sum_{i=1}^{S} O((\log \log T)/\log T)}{O(\delta)} \right].$$

Choose $T$ large enough so that $O((\log \log T)/\log T) < O(\delta)$. Then the ratio is 

$$\leq \frac{1}{1-\delta} O(\delta) = O(\delta)$$

for a single one of the $c$ partitions, or $O(\delta)$ times total space $S_{opt}(X, \delta)$, which is $O(\delta T)$ since $O(\delta) \geq \sum_{i=1}^{S} H_k(X_i)$.

2. Case $O(\delta) < \sum_{i=1}^{S} H_k(X_i)$: 

$$\frac{1}{1-\delta} \left[ \frac{\sum_{i=1}^{S} H_k(X_i) + \sum_{i=1}^{S} O((\log \log T)/\log T)}{\sum_{i=1}^{S} H_k(X_i)} - O(\delta) \right]$$

$$= \frac{1}{1-\delta} \left[ O(1) + \frac{\sum_{i=1}^{S} O((\log \log T)/\log T)}{O(\sum_{i=1}^{S} H_k(X_i))} \right].$$

Here, we consider two sub-cases based on the relationship between $O((S \log \log T)/\log T)$ and $\sum_{i=1}^{S} H_k(X_i)$.

(a) Case $O((\log \log T)/\log T) \geq \sum_{i=1}^{S} H_k(X_i)$: 

Then the ratio is at most $O((1+\delta)(\log \log T)/\log T)$, for a total space of $O((1+\delta)((\log \log T)/\log T) S_{opt}(X))$, which is $O(T(\log \log T)/\log T)$ since $O((\log \log T)/\log T) \geq \sum_{i=1}^{S} H_k(X_i) > O(\delta)$.

(b) Case $O((\log \log T)/\log T) < \sum_{i=1}^{S} H_k(X_i)$: 

Then the ratio is at most 

$$O \left( \frac{1}{1-\delta} \right) = O(1+\delta)$$

for a single one of the $c$ partitions, or $O(1+\delta)$ times total space $S_{opt}(X, \delta)$, which is $O(S_{opt}(X))$ since $\delta < 1 - \varepsilon$.

The final bound is $O(\max\{\delta T, S_{opt}(X, \delta), T(\log \log T)/\log T\})$ total space. □

We have now established $Enc_{opt}(X)$ in both statistical and empirical settings (Theorems 5.2 and 5.5 respectively) and shown that we achieve a space bound that is on the order of the optimal bound.

6. Conclusions

We introduced a sensor-based framework for kinetic data which can handle unrestricted point motion and only relies on past information. We analyzed our framework’s encoding size and gave a $c$-approximation algorithm for compressing point motion as recorded by our framework for a constant $c$. Open questions include solving global statistical questions on kinetic data using this framework, e.g., answering clustering questions, finding the centerpoint, or finding the point set diameter. These solutions would likely be based on a range searching structure (developed as a result of the initial version of this paper) that operates without decompressing the data and is built within this framework [17].

In addition, we gave analyses of the compression algorithm in terms of both empirical and statistical entropy and considered a more realistic version of the framework that allows a limited version of independence between sensor observation streams. We showed that within all of these settings, the compression algorithm encoded the data to bounds on the order of the optimal. To extend these real-world considerations, and given that the framework was stated assuming a central processing node with global knowledge, it would be interesting to modify these algorithms to operate in a more distributed manner.
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Appendix A. Technical lemmas

Lemma 3.1. Consider two sensor streams \( X \) and \( Y \) over the same time period. Let \( X + Y \) denote the componentwise sum of these streams. Then \( \mathcal{H}(X + Y) \leq \mathcal{H}(X, Y) \leq \mathcal{H}(X) + \mathcal{H}(Y) \).

Proof. To prove the first inequality, let \( Z = X + Y \), and observe that \( p(z) = \sum_{x+y=z} p(x, y) \). Clearly, if \( x + y = z \), then \( p(x, y) \leq p(z) \). Thus,
\[
\mathcal{H}(X + Y) = - \sum_z p(z) \log p(z) \leq - \sum_{x,y} \sum_{x+y=z} p(x, y) \log p(x, y)
\]
\[
= - \sum_{x,y} p(x, y) \log p(x, y) = \mathcal{H}(X, Y).
\]
By basic properties of conditional entropy (see, e.g., [10]), we have
\[
\mathcal{H}(X, Y) = \mathcal{H}(X) + \mathcal{H}(Y|X) \leq \mathcal{H}(X) + \mathcal{H}(Y),
\]
which establishes the second inequality. □

Lemma 3.2. Consider two strings \( X, Y \in \Sigma^T \). Let \( X + Y \) denote the componentwise sum of these strings.

(i) If \( X \) and \( Y \) are empirically independent, \( H_k(X, Y) = H_k(X) + H_k(Y) \).

(ii) \( H_k(X, Y) = H_k(X) + H_k(Y|X) \).

(iii) \( H_k(X, Y) \leq H_k(X) + H_k(Y) \).

(iv) \( H_k(X + Y) \leq H_k(X) + H_k(Y) \).

Proof. We will not prove (i) here, since it will follow as a special case of Lemma 4.2 (by setting \( \delta = 0 \)). To prove (ii), observe that by manipulation of the definitions
\[
H_k(X, Y) = -\frac{1}{T} \sum_{x,y \in \Sigma^k} c(x, y) \left[ \sum_{a,b \in \Sigma} p_{X,Y}(xa, yb|x, y) \log p_{X,Y}(xa, yb|x, y) \right]
\]
\[
= -\frac{1}{T} \sum_{x,y \in \Sigma^k} c(x, y) \left[ \sum_{a,b \in \Sigma} p_{X,Y}(xa, yb|x, y) \log \left( p_X(xa|x) \cdot p_{X,Y}(yb|xa) \right) \right]
\]
\[
= -\frac{1}{T} \sum_{x,y \in \Sigma^k} c(x, y) \left[ \sum_{a \in \Sigma} p_{X,Y}(xa, yb|x, y) \log p_X(xa|x) \right]
\]
\[
= -\frac{1}{T} \sum_{x,y \in \Sigma^k} c(x, y) \left[ \sum_{a,b \in \Sigma} p_{X,Y}(xa, yb|x, y) \log p_{X,Y}(yb|xa) \right]
\]
\[
= H_k(X) + H_k(Y|X).
\]
Symmetrically, we have \( H_k(X, Y) = H_k(Y) + H_k(X|Y) \).

To prove (iii), we first define the empirical mutual information of two strings \( X \) and \( Y \), denoted \( I_k(X; Y) \). Mutual information is a measure of the information that two strings share, or the amount by which the necessary encoding space of one is reduced by knowledge of the other.

\[
I_k(X; Y) = \frac{1}{T} \sum_{x,y \in \Sigma^k} c(x, y) \sum_{a \in \Sigma} p_{X,Y}(xa, yb|x, y) \log \frac{p_{X,Y}(xa, yb|x, y)}{p_X(xa|x)p_Y(yb|y)}
\]

Now observe that since \( p_{X,Y}(xa|yb) = p_{X,Y}(xa, yb|x, y)/p_Y(yb|y) \),
\[
I_k(X; Y) = \frac{1}{T} \sum_{x,y \in \Sigma^k} c(x, y) \sum_{a,b \in \Sigma} p_{X,Y}(xa, yb|x, y) \log \frac{p_{X,Y}(xa|yb)}{p_X(xa|x)}
\]
\[
= -\frac{1}{T} \sum_{x,y \in \Sigma^k} c(x, y) \sum_{a,b \in \Sigma} p_{X,Y}(xa, yb|x, y) \log p_X(xa|x)
\]
\[
+ \frac{1}{T} \sum_{x,y \in \Sigma^k} c(x, y) \sum_{a \in \Sigma} p_{X,Y}(xa, yb|x, y) \log p_{X,Y}(yb|xa)
\]
\[
\begin{align*}
&= -\frac{1}{T} \sum_{x, y \in \Sigma^k} c(x, y) \sum_{a, b \in \Sigma} p_X(xa|y) \log p_X(xa|x) \\
&\quad - \left( -\frac{1}{T} \sum_{x, y \in \Sigma^k} c(x, y) \sum_{a, b \in \Sigma} p_{X,Y}(xa, yb|x, y) \log p_{X,Y}(xa|yb) \right) \\
&= H_k(X) - H_k(X|Y).
\end{align*}
\]

Symmetrically, we have \( I_k(X; Y) = H_k(Y) - H_k(Y|X) \). By (ii) we have \( I_k(X; Y) = H_k(X) + H_k(Y) - H_k(X, Y) \). Since \( I_k(X; Y) \) is clearly nonnegative, this implies that \( H_k(X, Y) \leq H_k(X) + H_k(Y) \).

To prove (iv), let \( Z = X + Y \). By the definition of empirical entropy we have

\[
H_k(X + Y) = -\frac{1}{T} \sum_{x, y \in \Sigma^k} c(x + y) \sum_{a, b \in \Sigma} p_Z((x + y)(a + b)|x + y) \log p_Z((x + y)(a + b)|x + y)
\]

where \( x + y \) is an outcome of length \( k \) and \( a + b \) is an outcome of length 1 in the new string \( X + Y \). By the same reasoning as in Lemma 3.1, \( p_{X,Y}(x, y) \leq p_Z(x, y) \). Substituting this relationship into our equation and, since we desire an upper bound, considering only cases in which

\[-p_Z((x + y)(a + b)|x + y) \log p_Z((x + y)(a + b)|x + y) \leq -p_{X,Y}(xa, yb|x, y) \log (p_{X,Y}(xa, yb|x, y)),\]

we find that

\[
H_k(X + Y) \leq -\frac{1}{T} \sum_{x, y \in \Sigma^k} c(x, y) \sum_{a, b \in \Sigma} p_{X,Y}(xa, yb|x, y) \log p_{X,Y}(xa, yb|x, y)
\]

\[
= H_k(X, Y).
\]

By (iii) we have \( H_k(X, Y) \leq H_k(X) + H_k(Y) \), which implies that \( H_k(X + Y) \leq H_k(X) + H_k(Y) \), as desired. \(\square\)

References
