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Motivation

In autonomous driving, when we encounter

● Limited data in a target domain (e.g., a new environment), rich data in known 
domains

● Limited data in real-world scenarios (e.g., accident data), rich in simulator

How?



Insights

● What information from other domains is useful to target domain task?
○ Domain-invariant Features

● What information from target domain is not contained in the previous answer 
but is potentially useful?

○ Domain-specific Features
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Insights

● What information from other domains is useful to target domain task?
○ Domain-invariant Features

● What information from target domain is not contained in the previous answer 
but is potentially useful?

○ Domain-specific Features

How to utilize both?



Information Theory: Causal Graph
X Input data variable

Y Task label variable

D Domain variable

N Nuisance variable

Zi Domain-invariant 
latent variable

Zd Domain-dependent 
latent variable

Z*d Combined latent 
variable



Learning objective:

Reformed objective:

Where:

Loss

Sufficiency Loss Invariance Loss



Our Method



Dataset Images



Experiments: Comparison with Other Methods
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Experiments: Domain

Experiments show the existence of domain gap and domain-invariant information.



Experiments: Training Paradigm

Experiments to help choose the best 
training paradigm.



Experiments: Architecture Component

Experiments to help choose the best architecture component to decouple 
domain-invariant and domain-specific features.



Experiments: Ablation



Experiments: Datasets and Backbones



Conclusion

● A novel framework for domain-agnostic learning in the end-to-end 
autonomous steering task, with 

○ Loss: Information bottleneck loss
○ Architecture: Adapter for domain-specific feature extraction
○ Training paradigm: Dynamic probability for domain data selection
○ Training data: Style transferred branch for domain-agnostic feature decoupling

● Performance improvement
○ Up to 19.16% compared to other domain adaptation methods
○ Up to 4.9% compared to other task adaptation methods



Thank you!


