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Target Task

● Learn to steer in end-to-end autonomous driving

● Perception and control

Network

Steering angle



Motivation

Multi-modal distillation in autonomous driving require paired data with different modalities.

However, sometimes we only have a few auxiliary modality data

• expensive expert-labeled data

• sensing data from a low-frequency sensor

• online inferred data with high computational complexity

How to solve such a small-shot multi-modal distillation problem?



Contributions

A novel framework to distill knowledge from multi-modality model to single-modality model

• small-shot auxiliary modality distillation network (AMD-S-Net)

Which is trained with our training paradigm and must satisfy a specific supermodel 
condition. 

AMD-S-Net also contains a specific framework design to fully distill the information

• consistency supervision for the pairwise data

• distribution divergence supervision for the unpaired data.

A novel knowledge distillation training paradigm that enables teachers to explore and 
provide student's local loss landscape information in a higher dimension to students, 
boosting performance.
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Relation of Key Concepts



Framework (AMD-S-Net)



consistency supervision for the pairwise data

Framework (AMD-S-Net)



distribution divergence supervision for the unpaired data

Framework (AMD-S-Net)



Example:

Supermodel Condition



Example: 

Suppose B is a supermodel of A (e.g., B=A+A'), reset B with A is constructing such

, where       is the weights of A and 0 is the weights of A'.

Reset Operation



Without VS With Our Training Paradigm



Our Training Paradigm

http://drive.google.com/file/d/1FdKZ0FjR4RcvYEhLsc94RnYScSA1h2C_/view


Comparison (AMD-S-Net)



Comparison (Our Training Paradigm)



Comparison (Other Tasks)



Comparison (Other Tasks)



Comparison (Different Backbones)



Comparison (Robustness)



Conclusion

A novel framework to distill knowledge from multi- to single- modality model 

small-shot auxiliary modality distillation network (AMD-S-Net)

• Among the first that only use a small amount of auxiliary modality data for training

• A specific architecture design to fully distill the information

• consistency supervision for the pairwise data

• distribution divergence supervision for the unpaired data.

Performance improvement

• Up to 12% compared to other AML methods

• Up to 18% compared to other knowledge distillation methods



Thank you!
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