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Abstract

Questions help unlock information to satisfy
users’ information needs. However, when the
question is poorly posed, answerers (whether
human or computer) may struggle to answer
the question in a way that satisfies the asker, de-
spite possibly knowing everything necessary to
address the asker’s latent information need. Us-
ing Reddit question-answer interactions from
r/NoStupidQuestions, we develop a compu-
tational framework grounded in linguistic the-
ory to study poorly-posedness of questions by
generating spaces of potential interpretations
of questions and computing distributions over
these spaces based on interpretations chosen
by both human answerers in the Reddit ques-
tion thread, as well as by a suite of large lan-
guage models. Both humans and models strug-
gle to converge on dominant interpretations
when faced with poorly posed questions, but
employ different strategies: humans focus on
specific interpretations through question nego-
tiation, while models attempt comprehensive
coverage by addressing many interpretations
simultaneously.

1 Introduction

When an AI system is presented with a question
by a user, it has an onus to answer. Sometimes,
when information-seeking users know little about
the topic they are asking about, the questions they
present to the system are flawed. For example,
the question “How many universities are located
in Cambridge?” presents an ambiguity, as Cam-
bridge, USA and Cambridge, England are both
valid interpretations of the entity Cambridge in the
question (Min et al., 2020; Stelmakh et al., 2022).
Questions may also be flawed due to false presup-
positions, as in the question “Who is the king of
France?” (Kim et al., 2021; Yu et al., 2023). Ambi-
guity, false presupposition, and other such phenom-
ena in questions are not new issues in NLP research
(Section 7). However, rather than approaching each

Answerer ReasoningAre chiropractors considered 
doctors?

I’d say it’s more of an “honorary” doctor. For 
example, my sister is going to school to 

become a nurse practitioner, but her degree 
is technically a doctorate in nursing. Would 

she call herself a doctor? Not by her 
standards. Chiropractors are not medical 

doctors. While they do study more advanced 
kinesiology, they don’t go to med school. 

Unless of course, someone has a PhD and 
prefers it. That’s the only time outside of an 

MD that I would call someone Dr.

schooling

honorary title

legal powers

Thanks! I was asking more about 
whether or not they can 

prescribe medicines like doctors.

What are they really asking?

Can 
chiropractors 
be referred to 
as “doctor”?

Latent

Figure 1: An interaction involving a poorly-posed ques-
tion. After reasoning about the intent of the question,
the answerer addresses two possible interpretations, but
their answer did not satisfy the asker’s information need.

failure mode of questions independently, we pro-
vide a theoretical foundation to understand how
imperfect questions are answered by humans and
machines alike.

Consider the interaction in Figure 1, taken from
the Reddit community r/NoStupidQuestions.
The asker (in orange) asks “Are chiropractors con-
sidered doctors” in an attempt to articulate an in-
formation need. This need may have arisen from
a variety of situations: perhaps the asker wants to
know whether they should refer to their chiroprac-
tor as “Dr.” or maybe they are wondering if chiro-
practors undergo similar training as doctors. How-
ever, as written, it is difficult to identify the asker’s
particular information need (Taylor, 1962), and in
turn, determine the resolution conditions (Ciardelli
et al., 2021) of their question. The space of inter-
pretations of their question includes those about
chiropractor schooling, title, or legal powers as
compared to doctors, among others.

Humans often reason about the intent of con-
versational participants to smooth communication
with others (Grice, 1975). When a hearer success-
fully reconstructs a speaker’s intent and responds



appropriately, the communication can be consid-
ered as successful (Haugh, 2008). In question an-
swering, this can include reasoning about why a
speaker posed a question or reasoning about prob-
able interpretations of a question. As pictured in
Figure 1, the answerer tries to reason about the
asker’s information need, ultimately selecting an
interpretation and answering it, but as pictured,
their chosen interpretation does not align with the
asker’s original need.

This interaction highlights the central concern
of this work: what makes a particular expression
of an information need poorly posed? How do hu-
mans fare when reconstructing information needs
of askers from questions, and how does their behav-
ior differ from model behavior on such questions?

We begin by providing theoretical structure to
poorly-posed questions (§2) based on the linguis-
tic theory of inquisitive semantics (Ciardelli et al.,
2021), defining a poorly-posed question as one
where—despite engaging in pragmatic reasoning—
answerers cannot determine the asker’s informa-
tion need, struggling to identify a probable inter-
pretation. We collect questions1 from the Reddit
community r/NoStupidQuestions, focusing on
QA interactions consisting of a question, answer,
and a reply to the answer containing feedback on
whether their information need was met (§3). Ex-
pert linguists annotate these interactions to iden-
tify interpretations chosen by answerers. We gen-
erate spaces of possible interpretations (§4) over
which we induce a distribution representing the in-
terpretations chosen by answerers (§5), and use this
distribution to identify when a question is poorly
posed. Lastly, we compare human and model
behavior when answering poorly-posed questions
(§6), studying cases when they converge or diverge
on interpretations. We find that while humans adopt
a precision-oriented strategy, engaging in question
negotiation when answering poorly posed ques-
tions, models are recall-oriented.

2 What makes a question poorly posed?

Cooperative communication between humans
hinges on our ability to draw inferences from the
utterances of our conversational partners to identify
their underlying intention or goal (Goodman and
Frank, 2016). The space of possible interpretations
or inferences one may draw from an utterance is

1Code and data available at https://github.com/
nehasrikn/poorly-posed-questions.

not only large, but depends on conversational and
contextual factors. Humans effortlessly engage in
such reasoning processes daily. However, interac-
tions may go awry when they cannot draw intended
inferences or correctly identify a speaker’s intended
interpretation.

When answerers’ attempts to answer a ques-
tion cannot easily identify the intended interpre-
tation, this may signal a poorly posed question.
We describe our theoretical framework for ana-
lyzing questions, drawing on foundational work
from information retrieval and theoretical linguis-
tics to present our definition of a poorly posed
information-seeking question.

The Process of Asking a Question. When some-
one wants to know something (an information
need), they often ask a question. At times, this
latent information need becomes distorted or mud-
dled as the asker translates it into a question di-
rected at another human or a QA system. Taylor
(1962) formalizes this by describing four distinct
stages of question formulation. Users start with
an unexpressed need (the visceral need) for infor-
mation, arising from some dissatisfaction. As they
progress towards expressing this need, they may
identify a description—possibly nebulous—of their
dissatisfaction (the conscious need), but such a de-
scription may be rife with issues since they do not
know much about what they are asking about. The
user may continue to formalize their need as a ques-
tion, ideally a more careful, clearer formulation
with less ambiguity (the formalized need). Lastly,
they may reformulate their question in the previous
stage, taking into account whom it will be asked
of (the compromised need): for example, if asking
a search engine like Google, they may distill their
question into keywords.

In practice, users may decide to ask their ques-
tion to a QA system or a human at any point
throughout this process. The burden then falls on
agents answering the question to reconstruct the
asker’s latent information need to provide a helpful
answer. This is easy when the user has the appro-
priate knowledge to formulate their question and
interpret a response (Miyake and Norman, 1979).
In other cases, this reconstruction can prove diffi-
cult, and the answerer may fail to reconstruct the
asker’s information need. We consider a question
poorly posed if, even after an answerer’s addi-
tional reasoning, they are unable to identify, and
in turn address, the asker’s visceral or conscious



information need. This reasoning could involve
computing a distribution over interpretations of the
question (§5) or identifying and correcting false
presuppositions (Yu et al., 2023).

Question Semantics. Another way to character-
ize a poorly posed question is using resolution con-
ditions (Ciardelli et al., 2021). Classical accounts
of semantics derive the meaning of statements by
truth conditions (Heim and Kratzer, 1998). The
semantic content of a sentence, or its proposition,
represents the set of all worlds where the statement
is true. However, it is difficult to analyze questions
using these accounts, since questions are inquiring
about the state of the world.

The framework of inquisitive semantics (Cia-
rdelli, 2018) argues that question understanding is
predicated on knowing what information is needed
to resolve it (Ciardelli, 2017). An information state
s, or a set of possible worlds that are compatible
with the information s encodes, supports a ques-
tion Q if the information in s resolves Q. Anal-
ogous to a proposition expressed by a statement,
the issue expressed by a question is the set of in-
formation states that support it. We draw on this
framework to help define a poorly-posed question.

A question may be poorly posed if, as phrased,
it is impossible to identify what information is
needed to resolve it. Note that this does not commit
to the content of the information.2 For example,
consider the question “Can literature not be about
humans?” There are many different interpretations
of this question, each with different supporting in-
formation states, or sets of worlds where informa-
tion holds true that would resolve the question, as
in the two example interpretations below:

[Interpretation 1: “What is the criteria for a piece
of text to be considered “literature” in the colloquial
sense?”] Some example information states that may sat-
isfy this interpretation include: (s1) The set of worlds
in which literature is defined by its artistic quality. A
piece of text is considered “literature” if it demonstrates
creativity, aesthetic, value, and artistic merit. (s2) The
set of worlds in which literature is defined by cultural or
historical significance. (s3) The set of worlds in which
literature is defined by its ability to provoke thought or
evoke emotion.

[Interpretation 2: “ Can central characters in litera-
ture be non-human, such as animals?”] Some example
information states that may satisfy this interpretation in-
clude: (s1) TThe set of worlds in which all central charac-
ters in literature must be human. (s2) The set of worlds in
which non-human central characters are allowed, but only

2Poorly-posed questions are distinct from open-ended
questions, those that are not answerable with a “yes” or “no.”
See Appendix A for more discussion.

if they are anthropomorphized. (s3) The set of worlds in
which central characters in literature can be non-human,
but only in specific genres.

An answer to the original question may include
information encoded by any of the states described
above, and it is not necessary to know the answer
to the question to identify which information states
will resolve it. However, we cannot clearly iden-
tify which information states resolve this original
question, since there are many interpretations of
the original question, a defining characteristic of
poorly-posed questions.

Definition. Drawing on the groundwork above,
we consider a question poorly posed if, even after
an answerer engages in pragmatic reasoning (Grice,
1975) about an asker’s information need, they can-
not identify a dominant interpretation of the ques-
tion. This is not only a function of the asker’s
utterance alone, but a combination of their under-
lying information need and their chosen utter-
ance. It is not the presence of required reasoning
by an answerer that makes a question poorly-posed,
but rather that reasoning does not bias an answerer
towards a particular set of resolution conditions.

3 Collecting Poorly-Posed Questions

Many QA datasets are collections of questions
paired with gold answers (Rogers et al., 2023; Ro-
driguez and Boyd-Graber, 2021). From these pairs
alone, it is not only difficult to understand the rea-
soning answerers engaged in when answering a
question, but also whether the answer satisfied the
original asker’s information need, a crucial part
of improving QA: understanding what types of
question interpretations, answerer reasoning, and
dialog moves satisfy asker information needs can
help inform QA systems faced with poorly-posed
information-seeking questions.

We construct a dataset of information-seeking
interactions between Reddit3 users, and introduce
an annotation scheme designed to capture the latent
reasoning answerers perform when answering a
question. Our final dataset contains 500 questions
annotated by expert linguists.

3.1 Question Selection

To maximize the ecological validity of our study,
the questions we choose reflect organic instances
of information-seeking interactions. We source

3www.reddit.com
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Observable

Information Need

Expression of Need Answerer Reasoning Answer Evaluate Answer with 
respect to Info Need

If my phone can do so much 
more than a TI-84, why is the 
TI-84 so huge, even 20 years 

later?

Why are TI-84 calculators 
popular among students in school?

I'm going to guess that teachers demand that 
students use them because 1. Everyone can use the 

same tool 2. The teacher is very familiar with that 
model, and 3. Many schools ban or limit phone 

usage in the classroom.

That's not at all what I'm asking. I'm 
asking why they're so bulky compared 
to phones, when their abilities are so 

limited.

Why are TI-84 calculators bulkier 
than phones even though they 

have fewer capabilities?

What’s the healthiest type 
of water to drink?

Do all sources of water have the same 
health benefits?

Water is water. It doesn’t matter what kind, as long 
as it’s conventionally safe to drink.

But I heard tap water can contain 
radiation amounts even if small. Is it 

better to drink bottled water?

What is the safest source of water 
to drink?

Does the tone of the siren 
depend on the speed of the 

emergency vehicle?

What is the physics behind why a siren 
sounds higher-pitched as an emergency 

vehicle approaches and lower-pitched 
as it moves away?

Are you referring to the pitch of the siren sounding 
higher as an emergency vehicle approaches? If so, 
that is affected by speed but is a physical property 
of sound called the doppler effect, not something 

happening at the siren itself. 

That wasn't what I was referring to. I 
was asking how different sounds get 

triggered.

Do different emergency events 
trigger distinct sounds on 

emergency vehicles?

Answerer Interpretation Reply-Informed Rewrite

Question Refinement Based on Information Need

Figure 2: Example interactions through the question life cycle. Askers express latent information needs through
questions to answerers who reason about those needs when answering. Askers then evaluate the answer with respect
to their original information need, refine their question, and proceed through the cycle again. We intervene to collect
answerer interpretations (Stage 1) and reply-informed rewrites (Stage 2) to study this cycle.

our dataset from r/NoStupidQuestions, a popu-
lar Subreddit where users ask questions about any
topic at any level, even if their questions are not
fully formed (Appendix B). As such, these ques-
tions span all stages of the asking process (Fig-
ure 2). Unlike factoid QA datasets such as Natural
Questions (Kwiatkowski et al., 2019), questions
in r/NoStupidQuestions are complex and open-
ended, requiring long-form answers (Fan et al.,
2019) with background information, examples,
anecdotes, or analogies.

After filtering posts using a set of heuris-
tics (Appendix C), we leverage the thread struc-
ture of Reddit by identifying interactions, or tu-
ples of (question, answer, reply) where
(1) a question (Q) is a post by a user to
r/NoStupidQuestions; (2) an answer (A) is an
individual top-level comment responding to the
post which contains an answer to the question; and
(3) a reply (R) is a comment from the original
asker addressing answer. Collecting these inter-
actions helps determine whether an answerer cor-
rectly interpreted the original question, as well as
a more refined formulation of the asker’s original
information need.

Question authors may confirm their need was
met (That’s exactly what I was looking for!),
not met (“That was not what I meant”), or
provide no useful feedback (e.g reacting to a
joke). To identify when askers do convey di-
rect feedback, we elicit few-shot judgments from
llama-3-8b-instruct (Dubey et al., 2024) on
replies (R). For each reply R on posts that sur-
vived filtering, the model performs a three-way
classification: (1) R indicates that an information
need was met, (2) not met , or (3) not determinable.

We identify the subset of 142,878 comments

from filtered posts containing Rs (just 7% of all
comments), and elicit judgments with Prompt C.1
on Rs using eighteen manually selected in-context
examples split evenly across the three labels. The
majority of Rs lack clear feedback: only 11.9%
as indicate an information need was met and 9.4%
indicate a need was not met. These judgments
surface higher quality data that we then ask expert
linguists to annotate.

3.2 Annotating QA Interactions
One of our primary goals is to analyze the rela-
tionship between an asker’s question Q and their
underlying information need. Their reply R to an
answer A gives us additional insight into their orig-
inal need by correcting certain assumptions made
by an answer, including feedback on the particular
interpretation chosen by an answerer. We recruit
seven expert linguists from Upwork4 to annotate
500 (Q,A,R) interactions, separating them into
two groups for two stages of annotation.

Sampling Instances for Annotation.
Using the judgments we elicited from
llama-3-8b-instruct on asker replies (§3.1),
we sample 400 (Q,A,R) interactions with an
unmet information need and 100 interactions of a
satisfied information need. Annotating both types
of interactions allows us to study why questions
lead to satisfactory or dissatisfactory answers.

Stage 1: Reconstructing Answerer Interpreta-
tions. Answerers make inferences about what
askers are intending to ask or what askers are as-
suming. They then answer according to their inter-
pretation of the asker’s question. Sometimes this

4Annotators are paid $15/hr on Upwork (www.upwork.
com).



interpretation is close to what the asker intended,
and sometimes it is not. For example, the vague
question asked in Row 1 of Figure 2 about why
TI-84 calculators are so “huge” (Column 1) was
interpreted by the answerer (Column 3) to mean
“popular”. The first group (four annotators) recon-
struct the interpretation answered in A (Column
2, Figure 2) from only Q and A (not R), with the
option to indicate no change if there was strong
alignment between the original question and the
answerer’s interpretation of the question. They do
not select from generated interpretations, but write
from scratch to remain unbiased (full annotator in-
structions in Appendix D). Two annotators annotate
each example.

Stage 2: Reply-Informed Question Reformu-
lation Next, the second group of three annota-
tors use all three components of the interaction
(Q,A,R) to rewrite Q to capture the intent or addi-
tional information expressed in R (Column 4, Fig-
ure 2) when R indicated an unmet information need
(Column 5). Replies help us understand whether
the interpretations adopted by answerers that an-
notators identify in Stage 1 matched the asker’s
original information need. In the interaction in
Row 1 of Figure 2, we learn from their reply (Col-
umn 4) that by “huge”, the asker wanted to under-
stand why TI-84 calculators are so bulky, instead
of “popular” as interpreted in A (Column 3). Anno-
tators were instructed to eliminate any ambiguity,
underspecificity, or vagueness in the original ques-
tion. In some cases, annotator rewrites based on
the asker reply were not answerable by the answer
provided, since, in many cases, the answerer an-
swered a different question than what the original
poster intended. Again, two annotators annotate
each example.

4 Question Interpretations

Poorly-posed questions often prevent answerers—
despite reasoning about the asker’s intent—from
reliably identifying a dominant interpretation (or
set of interpretations) to address, making it diffi-
cult to satisfy the user’s needs. If many answerers
attempt to determine the resolution conditions of
the question, but arrive at different interpretations,
this may signal that the asker’s information need
was unclear. Conversely, answers converging on a
particular interpretation en masse may indicate that
a user’s information need was easily recoverable.
Identifying likely interpretations of a question is

the first step in building a distribution of which
interpretations answerers choose.

We generate potential interpretations I of ques-
tions, or fine-grained natural language questions
that capture a particular facet of the question. By
definition, they must be free of ambiguity, vague,
or underspecified language and their resolution con-
ditions must be easily identifiable.5 These inter-
pretations I1...In form a space (SI ) of valid inter-
pretations of the question representing the range
of plausible meanings that reasonable answerers
might derive from the original question.

Interpretation Generation. We prompt gpt-4o
and gemma-9b to generate interpretations for each
original question.6 Models are only provided the
question with no other context and are instructed to
generate a variable number of interpretations in a
zero-shot manner using Prompt D.1. Using models
of different sizes and capacities allows for a wider
range of interpretations that better cover the space.

Deduplicating Interpretations. Generated inter-
pretations may be overlapping. For example, “Why
don’t cashiers sit in chairs when they perform their
job?” overlaps with the interpretation “Why do
cashiers perform their job standing?”, since they
share a subset of resolution conditions (§2). We
deduplicate the set union of generated interpreta-
tions to form a set of unique interpretations, or the
“space” of interpretations (SI ) we consider for each
question (Table 2) for use downstream. To dedu-
plicate generated interpretations, we embed each
I using NV-Embed-7B (Lee et al., 2024) and then
compute pairwise cosine similarity between all in-
terpretations (Instruction D.2). We then construct a
graph G where nodes are generated interpretations
I1...In and edges e(Ii, Ij) are drawn between inter-
pretations with cosine similarity above θ = 0.85.
Maximal cliques of G (Tomita et al., 2006) then
contain sets of highly similar or equivalent interpre-
tations. We select clique representatives by choos-
ing the interpretation least similar to other mem-
bers, and together, these representatives form SI . If
an interpretation I is a member of multiple cliques,
we assign it exclusively to its “strongest” clique by
way of average similarity of clique nodes.

5In practice, though some ambiguity may remain, most
interpretations have clearer resolution conditions than original
questions. Paraphrases or short clauses from original questions
are not valid interpretations.

6Specifically, gpt-4o-2024-08-06 and gemma-2-9b. We
experimented with many models, but found high overlap be-
tween interpretations generated by open-source models.



Validating Interpretations. To assess the sound-
ness of interpretations, we randomly sample 100
(Q, In) pairs, and ask two external annotators to
judge whether or not In reasonably follows from
question Q.7 Annotators judge 76% of interpreta-
tions as sound, with a Cohen’s Kappa of κ = 0.7.

To assess coverage and alignment with human-
generated interpretations, we ask a team of six
undergraduate Quiz Bowl players8 to collabo-
ratively enumerate interpretations on a random
sample of 30 questions. Then, an author manu-
ally matched student-written interpretations with
model-generated interpretations. On average, 78%
of human-written interpretations were present in
the generated interpretation space per question.
Qualitatively, human interpretations tended to use
less precise language than model-generated inter-
pretations, sometimes propagating issues from orig-
inal questions (Appendix E). Models include a
higher number of interpretations per question, typi-
cally a superset of human interpretations. We elect
to use model interpretations for replicability, scala-
bility, and higher coverage.

5 Identifying Poorly-Posed Questions
from Question-Answer Threads

Section 2 defines poorly-posed questions as those
where answerers struggle to identify the asker’s in-
formation need despite attempting to reason about
their intent. We operationalize this computationally
by analyzing many answerers’ responses to each
question in our dataset. We identify which interpre-
tation(s) from SI each top-level commenter adopts
on the question’s Reddit post and examine the dis-
tribution of chosen interpretations. Convergence
on one or few interpretations suggests a well-posed
question, while high disagreement indicates poor
posedness—answerers cannot reliably recover the
asker’s intended information need.

5.1 Measuring Poorly-Posedness from
Interpretation Distributions

Interpretation Matching. An answer A (here,
a comment) adopts interpretation I if it contains
the information necessary to answer I . Since it is
impossible to obtain ground truth on an answerer’s

7The annotators were provided no other context beyond
the question and interpretation, nor were they told whether the
interpretation was generated by a model or human.

8Quiz Bowl (Jennings, 2006) is a trivia competition de-
signed to test knowledge on many topics including history,
literature, and science.

chosen interpretation, this approximates their rea-
soning about what to address in their answer. This
formulation also allows for an answer to match
with multiple interpretations if it contains informa-
tion addressing more than one.

We use an extractive QA setup to match answers
with interpretations. For each comment A in the
question’s corresponding Reddit thread, we con-
sider each I in the interpretation space SI , instruct-
ing a model to extract a span from the comment
that supports I . If it cannot find a supporting span
addressing a particular interpretation, the model is
instructed to abstain from answering. We use three
in-context examples along with Instruction D.3 to
match interpretations to human comments using
flan-t5-xxl (Chung et al., 2024). Using a rela-
tively weaker QA model ensures fewer false pos-
itives when direct evidence is not present in an
answer to support an interpretation.

We validate this matching by sampling 100 (I ,
A, span) judgments and judging whether the span
identified by the model indeed supported I . 87%
of the judgments from flan-t5-xxl were valid as
annotated by an author, with a Cohen’s Kappa of
k = 0.82 with an external annotator.

Computing a Distribution over Interpretations.
Using this method, we construct an interpretation-
comment matrix M for each question’s Reddit
thread, where row i represents the ith interpreta-
tion in SI , column j represents a top-level com-
ment, and entry (i, j) is 1 if the model determines
comment j supports interpretation i and 0 other-
wise. To represent consensus, we multiply col-
umn j by the number of upvotes comment j re-
ceives, ensuring widely chosen interpretations are
well-represented.9 We construct the chosen inter-
pretation distribution by summing along rows in M
to compute each interpretation’s net support across
all comments and applying softmax, resulting in
a distribution that approximates chosen answerer
interpretations across SI .

Measuring Poorly-Posedness. In line with our
definition and intuition from §2, we want to com-
pute a scalar score from these distributions in a way
that assigns a low score when most of the mass
is concentrated around a small number of inter-
pretations (ideally one), indicating well-posedness,
and a high score when that mass is more diffused

9For example, if an answer receives 4 upvotes, the cells in
M for that answer’s interpretation(s) change from 1 to 4.



Why do we say 
21st century when 

it’s the 2000s?

Why are we allowed to 
fill other people’s 

prescriptions?

Can the places we 
take oil out of 

collapse?

How can I search the 
internet using video?

Why aren’t there any 
positive illnesses?

Can you have 
anxiety without 
feeling anxious?

How does calling
911 work?

Figure 3: Entropy of human interpretation distributions.
High entropy indicates a question is poorly posed.

(poorly-posedness). While there are many poten-
tial functions to achieve this, we choose to com-
pute the entropy (Shannon, 1948) of the distribu-
tion, which approximates how uncertain humans
were in identifying the question asker’s infor-
mation need. Low entropy indicates a dominant
interpretation that humans chose to address in an
answer, while high entropy signals difficulty in de-
ciding the original question’s resolution conditions,
indicating a poorly-posed question.

To validate that this method meaningfully ap-
proximates poorly-posedness, we select the fifty
questions with the lowest entropy interpretation
distributions (LOW-ENTROPY) and the fifty ques-
tions with the highest entropy (HIGH-ENTROPY).
Two native English speakers score each interpreta-
tion I in SI on a 1–5 scale indicating the likelihood
that I aligns with the question asker’s information
need This study controls for platform-specific fac-
tors that may influence inducing an interpretation
distribution from comments in a thread.10 Anno-
tators received only the question and SI , the in-
terpretation space. Their judgments are positively
correlated (Spearman’s ρ = 0.57).

For each question, we apply softmax to the dis-
tribution of annotator scores for all interpretations
and compute its entropy (Appendix F). A two-
sample t-test on the difference of mean entropy
of annotator distributions between THREAD-LOW-
ENTROPY and THREAD-HIGH-ENTROPY reveals
that THREAD-HIGH-ENTROPY has higher mean
entropy than THREAD-LOW-ENTROPY for both
annotators (p < 0.001). These results validate
our computational approach for estimating poorly-

10For example, the point in time that an answerer responds
may affect the interpretation they choose since they may read
comments posted earlier.

posedness using the distribution of chosen interpre-
tations of human answers in the Reddit thread.

5.2 Asker Replies and Poorly-Posed Questions

Aside from studying aggregate interpretation distri-
butions from threads (constructed only from ques-
tions Q and sets of answers A), we also explore the
relationship between asker replies R and questions
identified as poorly posed by our method, specif-
ically analyzing cases where askers indicate that
their information need was met on high entropy
(poorly-posed) questions.

Asker replies are more likely when questions
are poorly posed. There is a statistically sig-
nificant positive Pearson correlation (ρ = 0.44,
p < 0.0001) between the entropy of the thread in-
terpretation distribution and the proportion of com-
ments that receive asker feedback. This indicates
that question askers are likely early in the question
asking process (Figure 2) and are attempting to de-
fine their conscious or formalized information need
by engaging with answerers.

Asker replies are more likely to be positive when
the question is poorly posed. Questions with en-
tropy greater than one standard deviation above
the mean entropy of all questions in our dataset
have a greater likelihood of replying indicating
that their information need was met than in ques-
tions with entropy less than one standard deviation
below the mean. In these cases, answers are more
packed with more information or reveal interesting
information that the asker had not considered. For
example, an answer to the question “What is the
resting position of the tongue?” related it to the
native language of a speaker, an interpretation that
the asker had not considered nor was included in
our generated interpretation space SI .

Non-dominant interpretations are more likely to
receive positive asker replies when the question
is poorly-posed. Overall, when a comment A
has a reply R, it is more likely to support a non-
dominant interpretation (Figure 6)—interpretations
with lower likelihood in the softmax distribution.
When entropy is high (greater than one standard de-
viation from the mean), asker replies to comments
addressing non-dominant interpretations are 11%
more likely to signal the satisfaction of an infor-
mation need than in questions with low entropy
(lower than one standard deviation from the mean),
indicating that answerers strayed from popular in-



What’s with all the stop signs in the US?

Why are there so many stop signs in the US compared to other countries? 0 0.52
What is the history behind the use of stop signs in the US? 0 0.07
What are the regulations and standards for stop sign placement in the US? 0.02 0.03
How effective are stop signs in managing traffic and ensuring road safety in the US? 0.98 0.19
What are the common criticisms or controversies surrounding stop signs in the US? 0 0
What are the traffic safety statistics related to stop signs in the US? 0 0
How many stop signs are there in the US? 0 0
Why were stop signs chosen as the primary traffic control device in the US? 0 0.19

Can literature not be about humans?

Can literature focus on non-human characters or entities? 0.17 0.14
Are there literary works that explore themes unrelated to human 
experiences?

0.17 0.14

Is it possible for literature to be centered around animals or nature instead 
of humans?

0.17 0.14

Can literature be written from the perspective of non-human beings? 0.17 0.14
Are there genres of literature that do not involve human characters or 
human-centric plots?

0.17 0.14

Are there literary works that do not involve human characters at all? 0.06 0.14
Can literature be considered valid or meaningful if it does not deal with 
human emotions or relationships? 

0.06 0.14

Why do musicians on a European tour specify it’s 

Does specifying “UK and Europe” in tour announcements affect ticket sales 
or marketing strategies for musicians?

0 0.01

How does the political relationship between the UK and Europe influence 
musicians’ tour announcements?

0.21 0

What is the geographical scope of a typical European tour for musicians? 0.21 0.1
Are there logistical or contractual reasons why musicians might separate 
the UK from Europe in their tour itineraries? 

0 0.77

Does the UK have unique regulations or considerations for musicians 
touring compared to other European countries?

0 0.1

Is there a cultural or historic reason why musicians might emphasize the 
UK as a separate entity from Europe during tours?

0.58 0.01

Do musicians receive different levels of support or audience in the UK 
compared to other European countries?

0 0.01

a “UK and Europe” tour?

Human Interpretation Distribution Entropy vs. Similarity of LLM Human 
Interpretation Distributions
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Figure 4: Entropy of human interpretation distributions plotted against the similarity of human and model interpreta-
tion distributions (1 - Jensen-Shannon distance). Humans and models struggle to converge on interpretations for
poorly-posed questions with high entropy. Example callouts include both interpretation distributions.

terpretations and likely deeply reasoned to arrive
at a lower-likelihood interpretation.

Reply-informed rewrites are semantically fur-
ther away from dominant interpretations than
original questions. Refined questions based on
asker replies R are always semantically further
away from dominant interpretations than origi-
nal questions were, as measured by similarity of
embeddings produced by NV-Embed-2 (Figure 8).
Interestingly, the reply-informed rewrite remains
closer to the dominant interpretation in poorly
posed questions than in other questions, underscor-
ing the influence of answerers when users are still
defining their exact information need.11

6 Contrasting Human and Machine
Answers

Comparing human and model behavior in response
to poorly-posed questions can help identify oppor-
tunities for improved alignment and inform the de-
sign of benchmarks that include poorly-posed ques-
tions. We experiment with computing distributions
over interpretations chosen by a suite of LLMs on
questions in our dataset to study divergences in
crowdsourced human and model interpretations.

Experimental Setup. We include 12 instruction-
tuned models of various sizes and configurations,
including proprietary and open source models: 2B
and 9B gemma-2-instruct (Team et al., 2024),

11This is exemplified by the interaction: [Asker] Can lit-
erature be not about humans? [Answerer] Are you asking
if human beings are capable of writing biology textbooks?
[Asker Reply] I think I’m asking if biology textbooks can be
literature, but I’m not sure myself...

8B and 70B llama-3-instruct (Dubey et al.,
2024), 2B and 8B granite-3.0-instruct (Gran-
ite Team, 2024), phi-3.5-mini-instruct and
Phi-3-medium-128k-instruct (Abdin et al.,
2024), ministral-8b-instruct-2410 (Mis-
tral AI, 2024), athene-v2-chat (Nexus-
Flow, 2024), gpt-4o-mini-2024-07-18, and
gpt-4o-2024-08-06 (OpenAI, 2024). Models
are prompted to respond in five sentences or
less (Prompt D.4) in a zero-shot setup with
greedy decoding, indirectly forcing them to adopt
their likely interpretations instead of hedging or
providing a deluge of information. We do not
judge accuracy of answers since we decouple
question interpretation from question answering.

We construct an interpretation-model answer ma-
trix M by using the same interpretation matching
method used for human comments (§5) and com-
pute a model interpretation distribution by sum-
ming across rows in M and applying softmax.

Models, like humans, produce high entropy in-
terpretation distributions on poorly-posed ques-
tions. We plot human interpretation distribu-
tion entropy (capturing question poorly-posedness)
against human-model (hi and mi, respectively)
distribution similarity (Figure 4) as measured by
1− d(hi,mi) where d is the Jensen-Shannon dis-
tance between mi and hi. When questions were
poorly posed (high human entropy), model answers
were also distributed across the interpretation space
SI (e.g. Can literature not be about humans?).
This high entropy pattern can flag questions in
benchmarks where models or humans fail to con-
verge on interpretations, indicating poor posedness.



% of space addressed

granite-2b-instruct 75.24
granite-8b-instruct 75.4
Phi-3-medium-128k-instruct 75.42
gemma-2-2b-it 75.69
Meta-Llama-3-8B-Instruct 75.8
Ministral-8B-Instruct-2410 77.11
Phi-35-mini-instruct 77.43
Meta-Llama-3-70B-Instruct 77.96
gemma-2-9b-it 79.02
gpt-4o-2024-08-06 79.31
Athene-V2-Chat-70B 79.47
gpt-4o-mini-2024-07-18 79.64

Table 1: Models take a recall-oriented approach to ques-
tions, addressing significant portions of the interpreta-
tion space in a single answer.

When they do converge, models and humans
converge on different interpretations. The en-
tropy of human interpretation distributions is corre-
lated with model interpretation distributions (Fig-
ure 7). However, when humans converge, models
tend to either converge on a different interpretation
(Figure 4, lower left) or remain spread out over in-
terpretations. When answering questions, humans
reason about the intent, goal, or reason behind the
question, ultimately affecting which interpretations
they may choose to address. For example, the dom-
inant selected interpretation of “Why can’t I get
drunk?” by humans was “Am I consuming alcohol
in a way that does not lead to intoxication?”, while
models addressed interpretations related to the le-
gal drinking age or medications that may interact
with alcohol. It is unclear that models holistically
consider the reason behind a question during QA to
bias their response towards likely interpretations.
Future multiturn QA datasets that include asker
feedback on their information need may help pro-
duce well-aligned systems that engage in question
negotiation to better pinpoint user need.

Models are recall-oriented answerers. In 84%
of questions, the set of interpretations addressed
by all models was a superset of those addressed
by all humans. Investigating further, we compute
the average proportion of the interpretation space
SI addressed by each model’s responses across all
questions in our dataset (Table 1): specifically, for
each question, we divide the number of interpreta-
tions by each model adopted by |SI | to understand
how comprehensive an average model answer is.
gpt-4o-mini narrowly emerged as the model ad-
dressing the largest portion of SI for questions
(Table 1). We compute this metric for human an-

swer threads as well to compare whether humans
or models tend to address more interpretations per
individual response. On average, individual hu-
man answerers addressed 44% of the interpretation
space in an answer, while models addressed 77%.
In doing so, models do tend to include at least
some information targeting the dominant interpre-
tation converged on by humans, but are “recall-
oriented” with respect to the interpretation space,
because they simply address a higher proportion
of the space in an answer, in an attempt to satisfy
the asker. This may be an artifact of human-AI
alignment techniques that are based on human sat-
isfaction with an answer.

7 Related Work

Many studies focus on a specific failure mode of
questions, such as ambiguity (Min et al., 2020; Stel-
makh et al., 2022; Cole et al., 2023; Piryani et al.,
2024) or false presupposition (Yu et al., 2023; Kim
et al., 2021, 2023; Hu et al., 2023; Kaur et al., 2024).
Others study unanswerable questions with respect
to a document (Zhao et al., 2024; Rajpurkar et al.,
2018). While our dataset contains questions pre-
senting issues studied in these works, we present
a unified definition of poorly-posed questions, ab-
stracting away specific failure modes and focusing
on information need.

Pragmatic reasoning in QA is a relatively under-
studied area. Some study reasoning about speaker
intent by constraining the domain (Wahlster et al.,
1983) such that speakers share all referents (Fried
et al., 2017). Qi et al. (2023) collect a dataset
involving reasoning about speaker intent during
QA, but their dataset simulates information-seeking
interactions. In contrast, we study naturally-
occurring interactions where users themselves are
in the processing of defining questions for greater
ecological validity (De Vries et al., 2020).

8 Conclusion

Questions are not perfect. The tools developed in
this paper help diagnose imperfect evaluations both
during dataset curation and ex post facto. The con-
tributions of this paper help detect problems that
make questions less than perfect. Making the dis-
course moves that can lead to satisfying resolutions
can make our interactions with AI more natural and
successful while also improving our understanding
of the subtle give and take two interlocutors engage
in when answering an imperfect question.
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Limitations

This work studies QA interactions Reddit, an on-
line community forum. We induce distributions
of human interpretations to better understand how
human answerers deal with poorly-posed questions.
Unlike studies that simulate such interactions, we
do not have access to the reasoning conducted by
original askers or answerers, using their text to
derive signal retrospectively.

We also do not use the post body of Reddit posts
as additional context in our experiments. Some
posts have no text in their body and some have large
paragraphs. To ensure a level playing field across
all questions, we opt not to use the added context
in posts where it is available. Future work may
consider ways to incorporate the body of the post to
bias the interpretation space generation or selection
of likely dominant interpretations by humans.
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Figure 5: Distribution of thread length of posts in our
dataset. Most posts we study contain 2–10 comments.
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Figure 6: Most comments with asker feedback address
a non-dominant interpretation of the original question.

A Open-Ended Questions

Open-ended questions are those that cannot be an-
swered with binary “yes” or “no”, often requiring
in-depth long form answers (Chakrabarty et al.,
2022). This is distinct from poorly-posedness. We
consider poorly-posed questions as those where an-
swerers cannot identify a dominant interpretation
of the question and in turn, what information or
commentary is needed to satisfy the asker. See
Table 3 for examples of open-ended questions that
are poorly-posed and vice versa. Both questions in
the right column of Table 3 can be answered with a
binary answer, and hence are not open-ended, but
one is poorly-posed (e.g. it is difficult to understand
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ρ = 0.32 (p-val: 0.000) 

Figure 7: Entropy of human interpretation distribution
versus model interpretation distribution on questions in
our dataset are positively correlated, indicating that they
may be aligned in some cases when choosing interpreta-
tions.

# questions 500

total generated interpretations 5715
total deduped interpretations 4680
avg. # generated interpretations 11.5
avg. # deduped interpretations 9.3
total deduplicated interpretations 4680

% gpt-4o 55.2
% gemma-2-9b 44.8

Table 2: Dataset statistics for interpretations.

what the user in the top right cell is asking) and the
other is not. Subjective questions (a subcategory
of open-ended questions) can also be well-posed.
As long as an answerer can determine what infor-
mation to include in an answer that would satisfy
the information need of the asker (regardless of
whether the asker agrees or disagrees with the con-
tent), we consider the question well-posed.

Open-Ended Not Open-Ended

Poorly-Posed Why aren’t there any positive ill-
nesses?

Is it possible to track a child down
from their address?

Not Poorly-
Posed

How do people obtain the instrumen-
tal tracks of pop songs for karaoke
even when those instrumental tracks
are not publicly released?

Can a US President pardon them-
selves for a crime they have been
convicted of?

Table 3: Poorly-posed questions are distinct from open-
ended questions, or those that cannot be answered with
a binary response.

B r/NoStupidQuestions

r/NoStupidQuestions is a popular subreddit on the
online platform Reddit that encourages users to
post questions about any topic, with a few excep-



tions (e.g. loaded questions or medical questions)
There are no particular expertise requirements for
answerers.

We choose r/NoStupidQuestions as the backdrop
for our study specifically because it is not specific
to any topic, besides asking questions. Themed
subreddits (i.e r/knitting or r/houseplants) induce
richer contexts that can help disambiguate ques-
tions which would be harder for models to respond
to without that additional contextual information.
For example, consider the question “How do you
do happy hour?” This question invites many po-
tential interpretations when asked in a (relatively)
context-free setting like r/NoStupidQuestions. Po-
tential interpretations include: (1) What types of
drinks or foods are typically included in a happy
hour? (2) How do restaurants or bars structure
happy hour deals or promotions? (3) What are
some tips for hosting a happy hour at home?, or
(4) How do different cultures or regions celebrate
happy hour? Consider two different scenarios: (1)
this question was asked in r/Alcoholism, and (2)
this question was asked in r/InternationalStudents.
Learning that these questions were asked in topic-
specific subreddits, allows us to suddenly identify
very clear dominant interpretations. In the first sce-
nario, a likely interpretation would be “How can in-
dividuals in recovery navigate situations involving
happy hour without compromising their sobriety?”
and in the second scenario, one dominant interpre-
tation would be “Are there cultural norms or eti-
quette that international students should be aware
of when attending happy hour?” r/NoStupidQues-
tions does not invite any particular bias towards or
away from interpretations based on the common
ground of subreddit members. r/NoStupidQues-
tions is similar to r/ELI5 (Fan et al., 2019), a sub-
reddit and dataset that many studies on long-form
QA use (e.g. Krishna et al. (2021) or Su et al.
(2022).

C Data Filtering

Using the PushShift dump of
r/NoStupidQuestions containing posts till
2022,12 we filter out all posts with (1) deleted
titles, (2) titles less than four characters and
(3) less than five upvotes. We use surface-form
features of post titles to identify questions that are
likely to be information-seeking as opposed to
community-seeking or other commentary, filtering

12https://github.com/Watchful1/PushshiftDumps

out posts with titles that do not contain a question
word, those that do not end with a question mark,
and those with less than three tokens. These
heuristics identify a subset of questions from
the Subreddit that may be poorly posed for our
study by reducing posts by nearly 92%, leaving
216,089 total posts that survived filtering. We
do not include any PII when showing posts to
annotators, nor do we plan to release post or user
identifiers when releasing the data. All of the posts
we consider for annotation are written in English.

Prompt C.1: Asker Reply Classification

Prompt: Community forum websites allows

users to ask questions (askers), other users
to answer them (answerers), and askers to
reply to answerers. When askers reply to
answerers, they may indicate whether their
question was correctly interpreted, and then
answered, by the answerer. Given an asker’s
reply to an answerer, determine if their
question was correctly interpreted and answered
(answered), not answered (unanswered), or if
their reply is unrelated to whether or not the
answerer correctly interpreted their question
(unrelated). End your response with [END].

REPLY: {reply}

LABEL:

D Annotator Instructions

D.1 Stage 1: Instructions

When humans formulate questions about topics or
content they are unfamiliar with, they can end up
posing questions that are unclear, vague, ambigu-
ous, or underspecified. Consider the question: Can
I make my computer "Learn" new unicode sym-
bols?

In order to answer this question, we might make
some assumptions, including about what exactly
we believe the asker is really asking. For exam-
ple, the word “learn” could mean render (e.g. can
my computer render new unicode symbols), or it
could mean generate (as in, can my computer gen-
erate new unicode symbols given a description).
Sometimes these assumptions can lead to seamless
question answering (a user may ask a poorly posed
question, and an answerer makes the necessary in-
ferences to answer well).

However, in some cases, askers may feel an an-
swer to their question falls short if the answerer
made incorrect or insufficient assumptions about
the intent of the asker. Our goal is to study why
questions posed by humans lead to satisfactory or



dissatisfactory answers. To do this, we study inter-
actions between users on Reddit, an online commu-
nity forum-based platform. Specifically, we study
interactions from r/NoStupidQuestions, a sub-
reddit meant to openly ask questions about any
topic.

Here, a user makes a post asking a question about
a random topic. Sometimes, this question is clear
and it is easy to infer the intent of the question,
and in turn, answer it. Other times, the question
is poorly formed, and it is difficult to understand
what the user is asking. Then, a different user will
make a comment on the post, trying to respond to
the question. It is important to note that in order
to answer the question, the answerer makes certain
assumptions about the question and the asker, and
picks out a likely interpretation of the question to
answer. Sometimes this interpretation aligns with
the question the user asked, and sometimes it is
a departure from what the original asker intended.
Your task is to simply identify the interpreted ques-
tion that the answerer answered. We will show you
a user question and a comment containing an an-
swer to the question written by a different user. For
example:

[Original Post] Can I make my computer "Learn" new
unicode symbols?

[Answer] You can’t really create your own unicode sym-
bols, you can however submit an idea for future expan-
sions at http://unicode.org/pending/proposals.html

Given a particular post and answer from another
user, your task is to rewrite the question to capture
what the answerer interpreted the question to be. It
is okay to indicate “No Change” if there is strong
alignment between the original question and the
answerer’s interpretation of the question. For ex-
ample, in the example above, a rewrite may look
like: Can I create or propose new Unicode symbols
myself?

In the event that there is no change in the seman-
tic meaning of the question, but the question itself
uses colloquial/informal language or has a certain
pragmatic interpretation, please rewrite to elimi-
nate the informal language or make the pragmatic
meaning explicit. For example:

[Original Post] Why is the enrollment period for insur-
ance even a thing?

[Answer] The reason is so you don’t go with cheap/no
insurance while you are healthy and then sign up for ex-
pensive insurance as soon as you get sick.

[Answerer’s Interpretation] Why are there designated
enrollment periods for health insurance?

This rewrite removes the informal language
“even a thing”, as well as makes it clear that the an-
swerer interpreted “insurance” to specifically mean
“health insurance”.

D.2 Stage 2: Instructions

We provide the same instructions as the first stage,
but rephrase the statement of the task as follows:
Given a particular post, answer, and a reply from
the original poster, your task is to rewrite the ques-
tion as clearly as possible to capture the intent or
additional information expressed in the reply. Your
rewrite should eliminate any ambiguity, underspeci-
ficity, or vagueness in the original question. It
is okay for your rewrite not to be answerable by
the answer provided, since, in many cases, the an-
swerer answered a different question than what the
original poster intended. For example:

[Original Post:] Can I make my computer "Learn" new
unicode symbols?

[Answer:] You can’t really create your own unicode
symbols, you can however submit an idea for future ex-
pansions at http://unicode.org/pending/proposals.
html.

[Original Poster’s Reply:] Create, no, Correctly render
existing unicode symbols is what i mean

[Rewrite:] How do I install custom unicode symbols on
my computer so that I can type custom glyphs and emojis
and have my computer correctly render them?

Prompt D.1: Interpretation Generation

Prompt: Users typically try to express a need

for information through a question. Sometimes,
from the language of the question alone, it is
not clear what their exact information need is.
This leads to many distinct interpretations of
their question, each representing different
information needs. You will be given a question
that may have many distinct interpretations.
Output those interpretations as unambiguous
questions in a numbered list. Make sure your
interpretations are specific and as clear as
possible, and are as diverse as possible. If
the user’s information need is already clear
from their question, output ’NONE’. Otherwise,
output the numbered list and nothing else.

QUESTION: {question}

Interpretations:

Instruction D.2: Duplicate Question Identification

Instruct: Given a question, identify other
duplicate questions.

QUERY: {query}



Prompt D.3: Interpretation Support

Instruction: I will give you some context,
and a question. Using the context, answer the
question with a span from the context. If the
question cannot be answered from the context,
output NONE. Here are some examples:

Context: When you pull the string taut
and talk into it your voice makes the string
vibrate. The vibrations then travel through the
string and into the air inside the receiving
can, turning into audible sound waves.
Question: How does the tin can telephone work
in terms of physics?
Answer Span: your voice makes the string
vibrate. The vibrations then travel through the
string and into the air

Context: You can’t digest gum it’s just
the sugar that flavors it
Question: Are calories in gum counted even if
you spit it out?
Answer Span: NONE

Context: I’d say it’s more of an “honorary”
doctor. My sister is in school to become a nurse
practitioner, but her degree is technically a
doctorate in nursing. She would not call herself
a doctor by her standards. Chiropractors are
not medical doctors. While they do study
advanced kinesiology, they don’t go to med
school and thus should not be considered a
doctor. Unless, someone has a PhD and prefers
it. That’s the only time outside of an MD that
I would call someone Dr.
Question: Do patients use the title "doctor"
when visiting professional chiropractors?
Answer Span: someone has a PhD and prefers it.
That’s the only time outside of an MD that I
would call someone Dr.

Context: It’s what the British call lines
of people. If you’re waiting in a line at
a supermarket or something, that’s a queue.
From the dictionary: queue, British, a line or
sequence of people or vehicles awaiting their
turn to be attended to or to proceed.
Question: What is a queue in computer science?
Answer Span: NONE

Context: {context}
Question: {question}
Answer Span:

Prompt D.4: Question Answering

Prompt: Answer the following question in 5

sentences or less: {question}

Answer: {a}

E Human-Written Interpretations versus
Model-Generated Interpretations

Here, we provide examples of interpretations
written by human trivia enthusiasts and model-

generated interpretations. In some cases, humans
performed deeper reasoning about why the asker
may have posed their question in a particular man-
ner, drawing on their own experiences or on com-
monsense reasoning. Figure 9 shows three exam-
ples from the set of 30 that were annotated by hu-
mans.

F Measuring and Validating
Poorly-Posedness

Annotators from Section 5.1 are instructed to score
each interpretation on a 1–5 scale based on like-
lihood of matching the asker’s information need.
The scores are designed to be calibrated across the
interpretations provided for the question: interpre-
tations that the annotator felt better matched the
asker’s information need received higher scores.
If all interpretations seemed equally likely, scores
reflected that uniformity. For example, if annota-
tors felt all interpretations were equally unlikely
to match the original question asker’s information
need, they gave a score of 1 or 2 to all interpreta-
tions. For example, if all interpretations seemed
unlikely, annotators gave scores of 1 or 2 to all; if
most seemed to match, all received high scores.13

Here, we explain the intuition behind our choice of
scoring function to convert the rating vector of Lik-
ert scores for a question to a number that allows us
to quantitatively compare the ambiguity (ill-posed
nature) of questions.

Given a list of human ratings of interpretations,
well-posed questions should have a small num-
ber of interpretations with high Likert scores, ide-
ally just one. For instance, in the ideal case, the
rating vector of [1, 1, 1, 1, 5] indicates one well-
matched interpretation of the question, with others
poorly matched. Conversely, a rating vector of
[3, 3, 3, 3, 3] suggests all interpretations are possi-
ble, but no clear preference emerges. Similarly, a
rating vector of [5, 5, 5, 5, 1] indicates many well-
matched interpretations, maintaining ambiguity
about the asker’s information need. These exam-
ples illustrate that any metric function that com-
putes a score of ill-posed-ness should meet the
following requirements: (1) accept a vector of Lik-
ert scores (or in the case of Reddit threads, counts
representing the number of answers addressing the
interpretation), (2) return a high value when there
are no good matches (e.g., [1, 2, 1, 2, 3]), or many

13We considered probability assignments or pairwise com-
parisons, but felt the 1-5 scale was most natural.
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Figure 8: Distance between original question and the dominant interpretation chosen by humans on the post thread
and distance between reply-informed rewrite from Stage 2 of annotations and dominant interpretation for both low
entropy (top) and high entropy questions (bottom).

good matches (e.g., [5, 5, 5, 1, 5]), and (3) return a
low value when there are a small number of very
good matches (ideally one), e.g.,: [1, 1, 1, 1, 5].

While there are a many ways to construct a met-
ric function to achieve the three desiderata above,
we choose one particular technique as a quantitative
means to operationalize our definition of a poorly
posed question. Our technique has two steps: 1)
normalization, and 2) aggregation. We will now
discuss the intuition behind the two steps of our
technique to compute our metric, and our choice
of mathematical operators: (1) normalization with
softmax, (2) aggregation using entropy.

Normalization. First, we want to assign an
amount of goodness (mass) to an interpretation
based on how unique it is in its goodness. If we
normalize every question to have a total mass of 1,
then a question with only one good interpretation
should have most of this mass concentrated on it.
Alternatively, a question with many good interpre-
tations should have the mass distributed uniformly
across them. One could use many different nor-
malization techniques: L1, Ln, or Softmax (with
or without a temperature variable). Ln or Softmax
normalization accentuates the difference between
high scoring interpretations and low scoring ones,
whereas L1 or Softmax with a high temperature
minimizes such differences. We find that the choice
of normalization does not alter our findings, and so
we pick softmax for illustrative purposes.

Aggregation. Here, we want to compute a single
scalar score from this normalized vector to assign a
low score when most of the mass was concentrated
in a small number of interpretations (ideally one),

and a high score when that mass was more diffused.
Again, while there are a number of ways to con-
struct such a function, we choose entropy since it
is a well known way to determine if most of the
mass is concentrated in a small number of options.

G Model Infrastructure

All experiments were run on two NVIDIA RTX
A6000s. Models greater than 11B parameters were
run using 4 bit quantization.



Question Human-Written 
Interpretations

Model-Generated 
Interpretation Space

Do doctors (M.D., D.O, 
etc.) work outside their 
specialty under any 
circumstance?

(1) Do hospitals limit when and how doctors can 
work outside of their specialty?
(2) Do insurance companies limit payment for 
specialties to doctors trained in that area?
(3) Do doctors trained in one specialty have the 
skills to work outside of that specialty?
(4) Why won't my (x specialty doctor) do (thing I 
want that y specialty doctors do)?
(5) If I am studying (x branch of medicine), will I still 
be allowed to do (y thing I enjoy doing)?
(6) Do doctors have knowledge outside of their 
specialties?
(7) When can I trust my doctor?

(1) Are doctors (M.D., D.O., etc.) legally allowed to work outside their specialty in emergency 
situations?
(2) Can doctors (M.D., D.O., etc.) choose to work outside their specialty if they have additional 
training or certification in another area?
(3) Do doctors (M.D., D.O., etc.) ever work outside their specialty due to staffing shortages or in 
rural areas?
(4) Are there any regulations or guidelines that permit doctors (M.D., D.O., etc.) to practice 
outside their specialty in certain healthcare settings?
(5) How often do doctors (M.D., D.O., etc.) work outside their specialty in practice, and what are 
the common reasons for doing so?
(6) Can a doctor who specializes in, for example, cardiology, ever perform surgery?
(7) Do doctors ever collaborate with specialists outside their own area of expertise?
(8) Are there instances where a doctor might be required to provide care outside their specialty 
due to an emergency situation?
(9) Is it common for doctors to work in multidisciplinary teams that involve other specialties?
(10) Can a doctor with a medical degree work in a general practice setting, even if they have 
specialized training? 

Is it illegal to refuse to 
treat your sick child?

(1) Can parents be arrested if their kid is sick and 
they don't go to a hospital?
(2) What religious exemptions exist for not treating 
a child?
(3) Can I use medicinal practices from my 
culture/belief system rather than state-prescribed 
medicinal practices?
(4) How much legal authority do parents have over 
their children's bodily autonomy?
(5) Who gets to decide in the case of a medical 
dispute between a parent and a child?

(1) Is it illegal for parents to refuse medical treatment for their sick child in the state of 
California?
(2) Is it illegal for parents to refuse medical treatment for their sick child in the United Kingdom?
(3) Are there any laws that prohibit parents from refusing medical treatment for their sick 
children?
(4) What are the legal consequences for a parent who refuses to seek medical treatment for 
their sick child?
(5) In what situations is it legally permissible for a parent to refuse medical treatment for their 
sick child?
(6) Are there any exceptions to the legal requirement for parents to provide medical treatment 
to their sick children?
(7) What are the ethical considerations surrounding a parent's right to refuse medical treatment 
for their sick child?

Why don’t cashiers just 
have chairs?

(1) Why don’t cashiers sit in chairs when they 
perform their job?
(2) Why do cashiers perform their job standing?
(3) What cultural practices causes cashiers to 
stand?
(4) Why does only (store x) allow their cashiers to 
sit?

(1) What are the ergonomic or health reasons for cashiers not having chairs?
(2) Are there any legal or regulatory reasons that prevent cashiers from having chairs?
(3) How does the absence of chairs for cashiers affect their job performance or customer 
service?
(4) What are the historical reasons for cashiers not having chairs in stores?
(5) Are there any stores or countries where cashiers are provided with chairs, and if so, why?
(6) What are the financial implications for businesses if they were to provide chairs for cashiers?
(7) How do cashiers feel about not having chairs, and what are their opinions on this matter?
(8) What are the potential benefits and drawbacks of providing chairs for cashiers?
(9) Do customers prefer interacting with cashiers who are standing or sitting?
(10) Is there a cost-effectiveness analysis regarding the provision of chairs for cashiers?
(11) What are the ergonomic considerations for cashier workstations, and how do they relate to 
the use of chairs? 

Figure 9: Human-written and model-generated interpretation spaces for question from r/NoStupidQuestions.


