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Abstract

Automating the creation of scientific diagrams
from academic papers can streamline the devel-
opment of tutorials, presentations, and posters.
Current text-to-image models struggle with
generating accurate and visually appealing di-
agrams from long-context inputs. We propose
SciDoc2Diagram, a task that extracts relevant
information from scientific papers and gen-
erates diagrams, along with a benchmarking
dataset, SciDoc2DiagramBench. We develop
a multi-step pipeline SciDoc2Diagrammer that
generates diagrams based on user intent us-
ing intermediate code generation. We ob-
served that initial diagram drafts are of-
ten incomplete or unfaithful to the source,
requiring SciDoc2Diagrammer-Multi-Aspect-
Feedback (MAF), a refinement strategy that
significantly enhances factual correctness and
visual appeal and outperforms existing models
on both automatic and human judgement.

1 Introduction

Researchers often need to transform detailed stud-
ies into compelling diagrams for presentations, go-
ing beyond the usual figures in their papers to
include summaries, methodologies, and dynamic
data visualizations (Chapman et al., 2014).1 Au-
tomation of diagram generation from the multi-
modal components of academic papers—such as
text, figures, tables, and plots—could enable the
creation of accurate and appealing visual aids for
scientific tutorials and presentations (Mondal et al.,
2024; Fu et al., 2021; Sun et al., 2021), which
can help researchers and educators to improve
productivity and enhancing the overall quality of
their presentations. We introduce a new task Sci-
Doc2Diagram where the input comprises of the
content of academic papers and user’s intent and

1According to Fu et al. (2021), approximately 39.2% of
figures in ACL slides are creatively derived from the original
papers, taking forms like flowcharts, summary tables, and
plots/charts that visually interpret the paper’s content.

Figure 1: An example of Diagram Generation and Re-
finement using SciDoc2Diagrammer-MAF with input
as a paper and user-defined intent.

the output is a scientific diagram crafted from the
content of papers and aligned with user’s intent,
which we call “Extrapolated-Diagram”.

Consider a scenario where a busy scientist wants
to create figures from papers within a tight dead-
line, with the specific goal of generating a bar chart
as shown in the Figure 1. To achieve this quickly,
recent advancements in text-to-image (T2I) genera-
tion models like Stable Diffusion (Rombach et al.,
2022a) and DALL-E (Ramesh et al., 2021, 2022a)
offer promising solutions. However, these models
face limitations in generating factually correct and
visually appealing scientific figures. They primarily
produce raster graphics at low resolutions, which
is not suitable for scientific figures requiring preci-
sion and valid text (Hsu et al., 2021). Belouadi et al.
(2023) introduced a scientific diagram generation
method based on only user’s intent. However, cre-
ation of informative diagrams using long-content
papers as an additional input remains unexplored.

How effective are the current state-of-the-art
Large Language models (LLMs) or Visual Lan-
guage Models (VLMs) at generating scientific
diagrams? Despite their potential, a significant
knowledge gap exists: there is currently no stan-
dard benchmark to assess their performance in this
area. To address this gap, we introduce the Sci-



Doc2DiagramBench dataset that features 1080 dia-
grams from 89 *ACL papers, sourced from existing
slides in ACL Anthology (Section 3). This dataset
supports researchers in automating scientific dia-
gram creation for presentations.

We evaluate state-of-the-art LLMs (Jiang et al.,
2023; Touvron et al., 2023; OpenAI, 2023; Ab-
din et al., 2024) to extract relevant information
from documents pertinent to the user-specified in-
tent. Specifically, we use a multi-step pipelined
method, SciDoc2Diagrammer that first extracts rel-
evant data from academic papers corresponding to
intent of the user in creating the diagram, generates
an intermediate code that renders the final diagram
(Section 4.1) as shown in Figure 1. However, the
first-draft images generated by these models suffer
from a range of errors: hallucination, incomplete-
ness and unreadability due to their incapabilities of
parsing long-prompts (Lee et al., 2024a).

Therefore, we propose a sequential refinement
approach SciDoc2Diagrammer-MAF based on the
intial draft generated by SciDoc2Diagrammer. The
new approach is guided by several critic models to
provide targeted feedback (multiple aspects such as
Completeness, Faithfulness, and Look and Feel) in
a step-by-step hierarchical manner on the output to
further enhance the quality of output (Section 4.2).
Our multi-aspect feedback refinement approach sig-
nificantly improves diagram quality, as confirmed
by both automatic and human evaluations, demon-
strating notable enhancements over existing meth-
ods (Section 6). Complex flowcharts and tables
derived from single or multiple documents show
notable enhancements in faithfulness and complete-
ness when refined sequentially. It is particularly
advantageous when iteratively synthesizing infor-
mation from multiple sources to enhance clarity
and precision.2

2 Task Formulation of SciDoc2Diagram

Our goal is to automatically generate scientific
diagrams from academic papers tailored to user
specifications. We process the input document
D = {T, F, τ, π}, which includes body text T , fig-
ures F , tables τ , and plots π, guided by a user intent
I (e.g., “Create a bar chart showing the compari-
son...” in Figure 18). The output, an Extrapolated-
Diagram δ, visually represents content not explic-
itly illustrated in the paper.

2Code and data available at https://github.com/
Ishani-Mondal/SciDoc2DiagramGeneration.

Conversion Type # Diagrams

Extrapolated-Flowchart 320
Extrapolated-Results 290
Extrapolated-Architecture 270
Extrapolated-Summary 200

Total 1080

Table 1: Statistics of SciDoc2DiagramBench Dataset
which includes 1080 diagrams and the distribution high-
lights the diversity of diagrams.

3 SciDoc2DiagramBench: A New Dataset

Creating Extrapolated-Diagram from source papers
is an important yet challenging task. However, no
current dataset evaluates state-of-the-art models
on this task. To advance research, we have cre-
ated SciDoc2DiagramBench dataset, repurposing
DOC2PPT (Fu et al., 2021) (scientific papers and
corresponding slides from ACL Anthology) and
TutorialBank (Fabbri et al., 2018) (tutorials from
*ACL conferences).3 Our dataset includes the fol-
lowing three parts and the overall statistics of dif-
ferent diagram types are in Table 1 with examples
in Appendix 15.

SciDoc2DiagramBench-Gold. Our initial goal
was to explore what are the types of Extrapolated-
Diagram usually created by humans while mak-
ing presentations. We hired an expert annotator
from Upwork with more than five years of au-
thoring NLP-related papers and creating presen-
tations. The annotator had two tasks, first to iden-
tify slides containing Extrapolated-Diagram (ex-
cludes slides that used external information not
found in the paper), second to manually write
an intent for the corresponding diagram creation
(13, 12). Through this annotation process, we col-
lect 265 gold-standard Extrapolated-Diagram from
34 papers where each instance comprises of a tu-
ple of <papername, intent of diagram, gold dia-
gram>. The first three authors manually checked
the intents, and only instances that were unani-
mously deemed reasonable were retained. After
analyzing these diagrams, 32% were flowcharts il-
lustrating methodology (Extrapolated-Flowchart),
33% were results/plots (Extrapolated-Results),
25% were summary of related works/contributions
(Extrapolated-Summary) and 10% were related
to clarifying existing architecture (Extrapolated-
Architecture).

3Data Contamination issues are discussed in Appendix 14
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Figure 2: Outlines the procedure for generating dia-
grams from academic papers based on specific user
intents, followed by refinement of each critic models.

SciDoc2DiagramBench-Extended. Using in-
sights from SciDoc2DiagramBench-Gold on how
presenters transform paper content into diagrams,
we used GPT-4 to generate new diagram intents
for this subset of data (Table 14). We also pro-
vide guidelines for creating Extrapolated-Diagram
that blend text and visuals from academic papers.
Each intent, reviewed by the first author, aims to
guide the creation of practical diagrams. Each in-
stance includes <paperName, intent> but lacks a
corresponding human-created gold diagram.

SciMultiDoc2DiagramBench-Gold. To evalu-
ate the task on another challenging set, we exam-
ined scientific ACL tutorials from TutorialBank
(Fabbri et al., 2018), focusing on slides where
creators used content from multiple papers to de-
sign their diagrams. An expert annotator from
Upwork identified these slides with Extrapolated-
Diagrams. The first author then manually wrote
intents for these tutorial slides, with each instance
documented as <paperNames, intent, diagram>.

4 Methodology

The SciDoc2Diagram task comprises of generating
initial first-draft generation of diagrams from doc-
uments using base models (Section 4.1), followed
by refinement of diagrams using critic modules
(Section 4.2).

4.1 SciDoc2Diagrammer
We introduce SciDoc2Diagrammer, a two-stage
pipeline for generating “Extrapolated-Diagrams”
from paper content (Upper portion of Figure 2). In
the first Diagram Planning stage, a planner VLM
takes the PDF (decomposed into sections and fig-
ures/tables) and user’s intent and generates a dia-
gram plan. Inspired by the success of extracting in-

formation using question-generation and retrieving
answers from relevant snippets as done by Krithara
et al. (2023); Lee et al. (2023); Qiu et al. (2018);
Auer et al. (2023), we also synthesize diagram plan
by first generating clarifying questions based on
the user’s intent, and then obtain answers of those
questions from relevant portions of the paper to
come up with question-answer pairs, which we re-
fer to as diagram plan. In the second stage, inspired
by the success of LLMs in generating code from
natural language instructions (Ugare et al., 2024;
Maddigan and Susnjak, 2023), we use LLMs to
take the diagram plan and user intent as inputs to
generate an intermediate code and execute the code
to finally render the diagram.

Diagram Planning: Given an input document
D = {T, F, τ, π} consisting of body text T , fig-
ures F , tables τ , and plots π, and user intent I ,
the diagram planning phase includes the following
sub-steps: [1] Intent Classification: We use an
LLM (Few-shot with 4 exemplars) to classify if the
intent of the user is related to results or not. For
example in Figure 3, the intent is not related to
results, but the one in Figure 2 is related to results.
[2] Question Generator: Using the intent, we ask
LLMs to generate clarification questions to create
the diagram conditioned on intent. For example,
for the intent in Figure 2, we obtain a set of clari-
fication questions. [3] Retrieve Information: We
retrieve relevant passages from the paper based on
each of questions (Lewis et al., 2020). In Figure 2,
a plot and two paragraphs from Experimental Sec-
tion of the source paper are retrieved to answer the
generated questions. If any result type figure is
relevant to the question, we first extract data from
the figures and convert them into tables for simpli-
fication of content retrieval as motivated by prior
works (Liu et al., 2023a; Masry et al., 2023). [4]
Diagram Plan Synthesis: After generating ques-
tions and extracting relevant content from paper,
we extract answers of those questions. Then we
formulate a dictionary of QA pairs/diagram plan
Q = {(q1, a1), (q2, a2), . . . , (qn, an)}, where qi
are the questions and ai are the answers.

Diagram Rendering: In this phase, we use the
user intent I and QA pairs Q from the previous
step to generate an intermediate code Θ that con-
structs diagram. This intermediate code is repre-
sented as Python code, as shown in Figure 2. Fi-
nally, we execute the intermediate code Θ to render



“Extrapolated-diagram” δ, as exemplified by the bar
chart at the top-right corner of Figure 2.

4.2 SciDoc2Diagrammer-MAF
Motivation: To gain a qualitative understanding of
the diagrams generated from SciDoc2Diagrammer,
we randomly sample 50 diagrams from the test
set for manual inspection. There are some fre-
quently occurring errors (Table 10) and we classify
them into three broad categories: Completeness
(essential components are missing or incomplete,
affecting the diagram’s informativeness), Faithful-
ness (misleading information that do not accurately
reflect the source data), and Layout (poor visual
alignment hindering readability and comprehen-
sion). Besides, we also noticed that most of the
errors propagate during the transition from our di-
agram planning to rendering stage; this was due
to the inability of LLMs to handle long-context
prompts (Nathani et al., 2023; Gani et al., 2024).

Inspired by the self-refinement strategies by
Madaan et al. (2023), we wanted to study whether
the quality of our diagrams can be enhanced by
using generic feedback for a wide range of errors
or by applying targeted feedback for specific er-
ror categories. For exploring the second strategy,
we introduce an iterative refinement framework,
depicted in Figure 2 (Lower part), designed to en-
hance quality of diagram generation by specifically
rectifying above-mentioned error types.

Overview of the Components: As illustrated
in Figure 3, our MAF framework comprises of
the following components: a base model (Sci-
Doc2Diagrammer) that generates an initial diagram
(O) using both intent and source document (Step 1
in 3). It passes through three specialized feedback
critic evaluator modules, each focusing on a criti-
cal aspect of diagram quality such as completeness
(Ccritic), faithfulness (Fcritic), and layout (Lcritic)
on D, a Refiner module R that generates refined
diagram O′ based on O and feedback.

Feedback Modules: The completeness critic
Ccritic (Algorithm 1) decomposes the diagram’s
intent I and generates a set of questions Q from
the user intent I to determine how well various
elements are represented in the diagram (Step 3). It
then involves extracting answers from the diagram,
scoring each response for adequacy, calculating an
average score as the completeness score CScore, and
providing textual feedback (CFeedback) to suggest
improvements (Step 4).

The Faithfulness critic Fcritic (Algorithm 2) eval-
uates how accurately a diagram represents infor-
mation from its document source. It evaluates the
accuracy of a diagram by generating questions, re-
trieving answers from both the document and the
diagram, and scoring their consistency to provide
an average score and feedback for improvement.
The layout critic Lcritic (Algorithm 4) evaluates
how good is the look and feel of generated diagram,
and provides score and feedback for improvement.
We use two refinement techniques:

Summarization-Based Refinement Algorithm
(SumMAF) We adopt summarization-based
multi-aspect refinement strategy from Nathani et al.
(2023) for diagram refinement. However, in con-
trast to their method, we use our critic models that
act as human proxies (Algorithm 4), and revisit
PDF source and user intent repeatedly to validate
and refine the diagram Ccritic(Algorithm 1) and
Fcritic(Algorithm 2), mimicking the iterative hu-
man process of cross-verifying information through
continuous questioning and answering.

The first draft is sent to Ccritic (Algorithm 1)
which checks if all necessary components are
present (In Figure 3, it checks the completeness of
creating a flowchart). At the same time, the faithful-
ness evaluator Fcritic (Algorithm 2) ensures the ac-
curacy of diagram by comparing it with source PDF,
whether or not all the information in the source fig-
ure is true, by generating questions (FQ1, FQ2 in
Figure 2) based on the diagram and obtaining an-
swers from both PDF and diagram. Also, the layout
evaluator checks the visual arrangement, ensuring
good alignment and spacing (Figure 2). All the
critic models provide feedback on a single output
(Step 3’) and sent to the refiner. The refiner model
makes adjustments by summarizing the suggested
modifications from all critics and generates a new
diagram (Step 4’). This is repeated (Steps 3’, 4’, 5’
in Figure 3) until the evaluator models are satisfied
or we reach maximum iterations.

Sequential Refinement Algorithm (SeqMAF):
Algorithm 3 enhances a diagram in a step-by-step
hierarchical manner ensuring that each critic is sat-
isfied (See Figure 18). The intuition is that, com-
plex tables or flowcharts benefit from being accu-
rate and detailed in their depiction of processes or
relationships, where sequential refinement allows
for gradual addition of details, ensuring that each
element is correctly represented. Here the diagram



C_critic

- Details on how 
syntactic through 
composition operators 
or hierarchical 
representations could 
be explicitly visualized
- Include the explicit 
modelling and long 
range dependency

Refiner

F_critic
Modify the "Explicit 
Modeling of Structure" 
node to clarify that the 
effectiveness of this 
approach depends on how 
syntactic information is 
integrated into the model.

L_critic
Apply different colors 
not only to dashed 
lines but also to nodes 
based on their function
-Ensure there is 
sufficient space 
between nodes and 
edges.

Refiner Refiner

C_critic F_critic L_critic
SciDoc2Diagrammer

Intent : A flowchart to illustrate the process of how LSTMs learn syntax-sensitive dependencies 
and how modeling structure can improve their performance.

Refiner

1

2 3

4

5

6

7

8

9

10

11

12

13

2’
3’

4’5’

Figure 3: The figure (an example from SciDoc2DiagramBench) depicts SciDoc2Diagrammer-MAF, which refines
diagrams based on user intent and source document. Initially, SciDoc2Diagrammer creates a diagram (Step 2),
which is refined through three critic modules which assess and provide feedback on necessary components, data
accuracy, and visual design. The diagram is repeatedly refined, as shown on the left side of the figure (illustrating
SumMAF), where feedback from all critics is integrated at Step 4’. The refinement continues, evaluated at Step 5’,
until the maximum iterations are reached or the diagram meets the specified standards.

is feed into different critic modules one by one,
refine the output until each of them are satisfied.

In Figure 3, Ccritic first provides feedback (detail
composition operators or hierarchical representa-
tion, explicit modelling and long range dependency
step inclusion) on the diagram in Step 4, and the
refiner takes the initial figure and refines based on
feedback in Step 5, and passed onto Ccritic to fur-
ther evaluate and repeat the same steps (4, 5, 6) till
maximum iteration is used or the Ccritic provides
a score greater than 4.5 (as stated in Algorithm 1.
The same process is repeated by Fcritic and Lcritic

modules and generates output after Step 12.

5 Experimental Setup

Dataset Preprocessing. Text on the papers in Sci-
Doc2DiagramBench was extracted through scipdf
Parser4 which has been built on top of the Gro-
bid (GRO, 2008–2024). Figures and captions were
extracted through pdffigures2 (Clark and Divvala,
2016). We use 20 randomly selected diagrams from
SciDoc2DiagramBench with stratified sampling to
ensure that we have four type of diagrams (Table 1)
for creating in-context examples in our prompts

4https://github.com/titipata/scipdf_parser

and the rest of the dataset is used for evaluation.

Base LMs. For generating first-draft of diagrams,
we experiment with state-of-the-art models to
extract table from existing figures during dia-
gram planning (Figure 2): 1) MatCha (Liu et al.,
2023b), 2) Chart-to-Text (Kantharaj et al., 2022),
3) UniChart (Masry et al., 2023), 4) DePlot (Liu
et al., 2023a) and GPT-4 Vision (GPT-4V) (Ope-
nAI, 2023). Finally, based on our assessment (Fig-
ure 20), we concluded that GPT-4V outperformed
other models and was the best choice. For diagram
planning, we experiment with three open-source
LLMs: 1) LLama3 (Huang et al., 2024), 2) Phi-
3 (Abdin et al., 2024) Mistral-7b (Jiang et al., 2023)
and for diagram rendering we use GPT4-o (Ope-
nAI, 2023).

Critic Models for SciDoc2Diagrammer-MAF.
Inspired by the success of GPT-4V in making pair-
wise comparison of evaluation of images using
Question-Answering driven approaches (OpenAI,
2023; Zhang et al., 2023) and image aesthetic eval-
uation (Abe et al., 2024), we adopt GPT-4V model
to provide feedback on different aspects of our gen-
erated diagrams on various criteria (Prompts can
be found in 20, 21, 22).



Flowchart Results Architecture Summary

Models (IV) R BS CS R BS CS R BS CS R BS CS

DALLE-3 0.12 0.45 0.23 0.11 0.34 0.21 0.25 0.45 0.25 0.04 0.10 0.18
Automatikz 0.20 0.48 0.25 0.20 0.50 0.29 0.24 0.45 0.28 0.27 0.56 0.45

SciDoc2Diagram

w/ GPT4-o (ZS) 0.22 0.58 0.43 0.32 0.49 0.30 0.24 0.50 0.34 0.33 0.61 0.62
w/ GPT4-o (FS) 0.28 0.67 0.43 0.40 0.56 0.38 0.32 0.57 0.45 0.45 0.67 0.62
w/ GPT4-o-SR 0.30 0.70 0.45 0.44 0.56 0.38 0.38 0.65 0.54 0.47 0.68 0.69
w/ GPT4-o-SumMAF 0.35 0.74 0.48 0.50 0.57 0.39 0.34 0.64 0.49 0.50 0.74 0.74
w/ GPT4-o-SeqMAF 0.39 0.79 0.53 0.49 0.49 0.36 0.37 0.58 0.49 0.45 0.67 0.62

Table 2: Automatic evaluation of models on various diagrams on SciDoc2DiagramBench-Gold using ROUGE (R),
BERTScore (BS), CLIPScore (CS) with the highest values shown in green, highlighting that flowcharts, architectures
are of the best quality after sequential refinement, whereas the other ones after summarization-based refinement.

Model Flowchart Summary Architecture Results
C F L C F L C F L C F L

GPT4-o w/o refinement 3.3 3.5 4.0 3.9 4.0 4.2 2.8 4.0 4.0 3.7 4.0 4.0
GPT4-o w/ refinement 3.9 4.0 4.0 4.5 4.1 4.2 3.2 4.0 4.0 3.7 4.5 3.8
Phi-3 w/o refinement 3.2 4.0 4.0 3.8 4.0 4.0 2.8 4.0 4.0 3.5 3.6 3.8
Phi-3 w/ refinement 3.8 4.0 4.3 4.4 4.1 4.2 3.0 4.3 4.0 3.8 4.1 3.8

Table 3: Comparison of Completeness (C), Faithfulness (F), and Layout (L) assessed by humans for different model
variants on SciDoc2DiagramBench-Extended, indicating that on the complex set, Flowcharts and Summary tables
improve significantly after refinement, but Layout-satisfaction is still comparatively lower.

Prior Work and Baselines. We have compared
our approaches with existing text-to-image gen-
eration methods like DALLE3 (Rombach et al.,
2021) and Automatikz (Belouadi et al., 2023).
For experimenting with Diagram Planning in Sci-
Doc2Diagrammer, we evaluate using zero-shot and
few-shot (with 3 in-context exemplars) versions
of LMs as mentioned in Table 8 (Prompts in 15,
16, 18, 19). We use Self-Refine by Madaan et al.
(2023) as another baseline (Prompt can be found
in 25).

Evaluation Metrics. SciDoc2DiagramBench-
Gold and SciMultiDoc2DiagramBench-Gold in-
clude diagrams explicitly crafted by humans for
each document or multiple documents, which can
be served as a gold standard, allowing us to bench-
mark the quality of our generated diagrams. To
evaluate our diagrams, we use three automated met-
rics: BERTScore (Zhang et al., 2019), ROUGE-1
(Lin, 2004), and CLIPScore (Hessel et al., 2021).

However, simple token evaluations and neural
evaluations like BERTScore and CLIPScore are
only measuring string similarity and lacking a more
finegrained evaluation framework that correlates
more with human preferences (Li et al., 2024c).
Thus, we go beyond string similarity scores and in-
clude a comprehensive analysis of more finegrained
aspects through human evaluation and the GPT4-V

Evaluation. We assess completeness (measures
the degree to which all relevant and necessary in-
formation is in the generated figure), faithfulness
(assesses how well the figure adheres to the facts,
data, or specific instructions provided, ensuring that
the content is correct and not misleading or mis-
represented), and layout (measures visual clarity,
focusing on how well the elements are structured
and arranged) on a scale from 1 to 5.

6 Results and Findings

Our main objective is to explore the creation of
‘Extrapolated’ scientific visuals from documents us-
ing zero-shot/few-shot settings of advanced VLMs,
and also analyze whether the quality of these vi-
suals without dataset-specific fine-tuning, can be
improved using our proposed SciDoc2Diagrammer-
MAF. To answer this broad question, we focus our
experiments on answering the following research
questions as follows:

6.1 Main Research Questions and Results

RQ1: What is the best base LM for generating
diagrams before refinement? GPT4-o is clearly
the best-performing base/refiner model on human
and automatic judgement. In Table 13, GPT-4o con-
sistently outperforms other models across all cate-
gories of diagrams on the SciDoc2DiagramBench.



Figure 4: Average Human Rating on Completeness, Faithfulness and Layout on three sub-
parts: SciDoc2DiagramBench-Gold (left), SciDoc2DiagramBench-Extended (middle) and
SciMultiDoc2DiagramBench-Gold (right), it implies as the complexity of diagram creation increases,
our proposed Multi-Aspect Refinement strategy appears to become more effective.

Models (IV) FChart (R) FChart (BS) FChart (CS) Results (R) Results (BS) Results (CS) Arc (R) Arc (BS) Arc (CS) Summary (R) Summary (BS) Summary (CS)
w/ GPT4-o-SeqMAF 0.39 0.79 0.53 0.49 0.49 0.49 0.36 0.37 0.58 0.45 0.67 0.62
w/o Completeness-SeqMAF 0.25↓ 0.55↓ 0.35↓ 0.45 0.44 0.34↓ 0.36 0.57 0.47 0.30↓ 0.50↓ 0.45↓
w/o Faithfulness-SeqMAF 0.25↓ 0.55↓ 0.35↓ 0.35↓ 0.38↓ 0.25↓ 0.37 0.58 0.49 0.42 0.64 0.57
w/o Layout-SeqMAF 0.33 0.74 0.52 0.49 0.49 0.49 0.36 0.54 0.46 0.41 0.62 0.59

Table 4: Ablation Analysis Results: Here the column names FChart indicates the Extrapolated-Flowchart category
of images, Arc indicates the Extrapolated-Architecture category of images, Results denotes the Extrapolated-
Results category of images, and Summary denotes the Extrapolated-Summary category of images. Significant drop
compared to the first row (greater than 0.1) is shown by ↓.

This superior performance is indicated by the green
cells, which show GPT-4o achieving the highest
scores in all the automatic metrics. We observe
similar trend when we ask annotators to rate on the
completeness, faithfulness and layout-satisfaction
on 30 randomly selected samples of images from
SciDoc2DiagramBench-Gold generated by each
model (Figure 19).

RQ2: How effective is our Scidoc2diagrammer-
MAF over SciDoc2Diagrammer? Based on Ta-
ble 2, the effectiveness of our refinement strategies
on SciDoc2DiagramBench-Gold using GPT4-o
with SumMAF and SeqMAF enhancements shows
significant improvements over the Zero-shot (ZS)
and Few-shot (FS) versions on all the diagram types
on automatic evaluation. This finding holds true
for SciMultiDoc2DiagramBench-Gold as well, as
evident from the results in Table 7.

Drawing inspiration from Ribeiro et al. (2020),
we acknowledge that automatic metrics alone
are insufficient to fully evaluate model per-
formance, so we also conduct human evalu-
ation. For SciDoc2DiagramBench Gold and
SciMultiDoc2DiagramBench-Gold, we had hu-
man raters evaluate the quality of diagrams pro-
duced by different models and compare these
to actual human-created slides, considering the

source paper and the diagram’s intended pur-
pose for 30 randomly sampled diagrams. In
the SciMultiDoc2DiagramBench-Extended, which
lacks a gold standard image, only the paper, the
intent of the diagram, and the model-generated im-
ages were presented for evaluation on 50 randomly
sampled images. Two authors and two professional
crowdworkers from Upwork assessed the quality
of all images, using criteria such as Completeness,
Faithfulness, and Layout from 1 to 5. Figure 4 illus-
trates that diagrams generated using our refinement
strategies compared to Few-shot and Self-Refine
strategies consistently receive the highest scores
from humans on all dataset subsets.

RQ3: What type of refinement works the best
across each diagram type based on automatic
evaluation? From Table 2, SeqMAF shows sig-
nificant improvement with the highest scores in all
metrics compared to both ZS and FS for flowcharts.
SumMAF also improves over ZS and FS, but
to a lesser extent than SeqMAF, indicating Se-
qMAF’s superior refinement capability on both
completeness and detail accuracy. For Results
diagrams, both SeqMAF and SumMAF show im-
provements over non-refined versions, with Seq-
MAF slightly leading in overall performance ex-
cept for ClipScore. However, in Architecture and



Create a flowchart for the process of detecting rumors in microblog posts using propagation structures

Provide more 
details on data 
sourcing and 
preprocessing in 
the early stages of 
the flowchart, and 
elaborate on how 
SVM utilizes 
features from the 
Propagation Tree 
Kernel (PTK) to 
make decisions, 
improving clarity 
on model 
integration and 
operation.

Incorporate steps 
for result 
validation and 
feedback 
mechanisms 
post-classification

Utilize color coding 
and varied shapes to 
differentiate actions, 
improve text clarity 
within nodes for 
better legibility

Integrate brief 
descriptions to 
explain key 
components, and 
visually represent the 
feedback loop's 
impact on earlier 
stages using symbols 
or arrows to highlight 
the model's dynamic 
refinement process.

Feedback Feedback

Before Refinement, incomplete 
and not a great layout

Much more complete and 
faithful for the paper and intent

Complete, Better layout, but we should 
have a feedback loop which is missing

Paper Detect Rumors in Microblog Posts Using Propagation Structure via Kernel Learning - ACL Anthology

Figure 5: Refinement of a flowchart for detecting ru-
mors from Ma et al. (2017), highlighting improvements
in clarity and completeness after refinement but empha-
sizing the continued absence of a critical feedback loop.

Summary diagrams, SumMAF occasionally out-
performs SeqMAF, indicating its strength in con-
texts requiring synthesized summarization of con-
tent. Since summarization-based refinement of-
fers an integrated approach where multiple facets
of feedback are considered simultaneously, this
might have been more effective for diagrams re-
quiring balanced presentation of dense information.
On SciDoc2DiagramBench-Extended, we explore
whether human judgment perceives a significant
enhancement in diagram quality across all cate-
gories on complex intents. We notice in Table 3,
that even though there is a significant improvement
of quality post-refinement on human judgement
on Faithfulness and Completeness (Flowcharts and
tables improve significantly), Layout-satisfaction
is the least (which can be attributed to subjectivity
and LLM’s inability to refine on specific criteria).

RQ4: Is refinement more effective on simple im-
ages or complex images? Across three datasets,
the Multi-Aspect Refinement strategy consistently
outperforms the few-shot approach in diagram
production (Figure 4). On the simplest dataset,
SciDoc2DiagramBench-Gold, MAF-Refine per-
forms significantly better than few-shot approach,
with improvements of 0.9 in completeness, 1.1
in faithfulness, and 0.8 in layout. As complex-
ity increases in SciDoc2DiagramBench-Extended,
MAF-Refine still performs strongly, showing im-
provements of 1.4 in completeness, 1.0 in faithful-
ness, and 0.5 in layout. Even in the most complex
dataset, SciMultiDoc2DiagramBench-Extended,
MAF-Refine leads with significant improvements,
showing that MAF-Refine significantly boosts dia-
gram quality across datasets and maintains its ben-
efits even as complexity rises.

6.2 Ablation Analysis
Impact of individual components in Sci-
Doc2Diagrammer. Table 9 presents the perfor-
mance impact of different components in the Sci-
Doc2Diagrammer model using different metrics.
Removing the Question Generation/Answering
(QG/QA) component results in significant perfor-
mance drops across all metrics, highlighting its
importance. The absence of the Summarization
component also negatively affects the scores but to
a lesser extent.

Impact of Refinements in SciDoc2Diagrammer.
We conduct ablation analysis (Table 4) with
SciDoc2Diagrammer-SeqMAF. In particular, we
experimented with the removal of each refine-
ment module on the SciDoc2DiagramBench-Gold
dataset, and analyzed which component is useful
to improve the diagram generation. Complete-
ness removal shows a significant drop in both sum-
mary and flowchart metrics, emphasizing the im-
portance of comprehensive overviews and detailed
visual representations. Faithfulness removal leads
to a significant performance drop in results and
flowcharts, underlining the necessity of faithful
representation for coherent diagram creation. But
layout removal has the least impact on diagram
quality improvement.

6.3 Qualitative Analysis
Qualitative analysis in feedback-based refinement
(Figure 5) identifies gaps in the initial design, such
as missing components or unclear integration of
elements. After refinement, while the layout and
completeness may improve significantly, issues like
the absence of critical feedback loops can persist,
leading to a less effective refinement process. This
shows that even with visible improvements, miss-
ing critical features can detract from the model’s
intended dynamic refinement functionality.

Besides, taking a closer look at the diagrams
generated before and after refinement (we sample
the refined image having the highest average score
rated by humans), we show in Figure 6, 21, 22
where our algorithm improves. For such qualitative
analysis, we consider all four types of extrapolated
images. The refined versions of the diagrams ap-
pear to show a higher level of detail and precision.
For example, in the block diagrams and flowcharts,
the GPT4-o with refinement diagrams show clearer
layouts and better alignment of elements compared
to those produced by baselines. The labels and con-



Not faithful to the intent at all Showing a bunch of things, but 
in an extremely cluttered way

Showing a readable flowchart
No Precise Text

Create a flowchart of constructing the propaganda tree datasets based on two reference Twitter datasets.
Paper: [Detect Rumors in Microblog Posts Using Propagation Structure via Kernel 
Learning](https://aclanthology.org/P17-1066) (Ma et al., ACL 2017)

No Precise Text Faithful to the content, but the 
layout is not good

Faithful to the content, but the layout is not 
good with overlapping axes labels

Faithful to the content, more complete 
and the layout is better

Bar chart showing the comparison of F1 score of Morfessor, MORSE (tuned on MC) and MORSE (tuned on SD17) on the canonical version of SD17 Paper:[MORSE: 
Semantic-ally Drive-n MORpheme SEgment-er](https://aclanthology.org/P17-1051) (Sakakini et al., ACL 2017)

DALLE-3 Automatikz GPT4-o GPT4-o w/ refinement

Figure 6: Qualitatively examines the images generated by different model-variants, where we show the incomplete-
ness and non-faithfulness errors from our baseline models and how refinement improves the quality.

nections between components are more accurate,
suggesting that the refinement process improves the
faithfulness and clarity of the diagrams. In scenar-
ios where specific architectural details or complex
data are necessary, the refined versions are closer to
the original intent of diagram. This is particularly
evident where GPT4-o with refinement accurately
captures the necessary components and their inter-
actions, unlike the outputs from baselines, which
sometimes present a cluttered visualization.

7 Related Work

Our work connects to several distinct but interre-
lated fields, so we provide a comprehensive review
of the most relevant prior work.
Text-to-Image Generation. Text-to-image genera-
tion models have seen immense success in recent
years (Ramesh et al., 2022b; Zala et al., 2023; Rom-
bach et al., 2022b; Feng et al., 2023), but a handful
of them support text conditioning (Belouadi et al.,
2023) on scientific images, and to the best of our
knowledge, none of these explored challenges to
incorporating in a long-text scenario.
Learning from Feedback. Madaan et al. (2023)
first introduced ‘Self-Refine’ and then there had
been multiple works exploring the use of natural
language feedback to improve performance. Lee
et al. (2024a) proposes a framework to reduce hal-

lucination in question answering. Ki and Carpuat
(2024) exploits the strengths of LLMs and ma-
chine translation by guiding LLMs to automatically
post-edit MT with external feedback on its quality.
Lee et al. (2024b) introduced a multimodal self-
feedback guided revision model to reduce halluci-
nation. The work most closely related to ours is that
of Nathani et al. (2023). However, our approach
diverges from theirs in a key aspect: our feedback
modules are uniquely grounded in cross-verifying
information from long texts. Furthermore, we in-
troduce a novel algorithm that refines this process
sequentially, which has proven to be more effective
in our specific use case. We also discuss the related
works on code generation in Appendix 18.

8 Discussion and Future Work

We introduce an innovative task for constructing
scientific diagrams from scientific document dis-
course, commonly used in presentations/posters.
We establish a new benchmark using document-to-
slides dataset and a sequential diagram refinement-
based methodology to generate diagrams from aca-
demic papers. In future, we would like to assess the
granularity of feedback that helps in diagram im-
provement by designing rubrics about what a good
diagram should look like by communicating with
the experts in the data visualization communities.
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Limitations

While our SciDoc2Diagrammer-MAF represents
a significant advancement in automated diagram
generation, some limitations should be noted:

1. Small Dataset Size. The task of creating dia-
grams that are both factually correct and visu-
ally appealing, based on long academic papers
and user intent, requires deep domain knowl-
edge and expert input. In the construction of
SciDoc2DiagramBench, expert human anno-
tators with extensive experience in natural lan-
guage processing (NLP) and diagram creation
were employed to ensure that the diagrams
met the required standards of completeness,
faithfulness, and layout quality. Hence, the
current version of SciDoc2DiagramBench in-
cludes 1080 diagrams from 89 ACL papers,
which, although diverse, is relatively small.

2. Complexity in Layout Refinement. As
noted, our model struggles with improving
the layout during the refinement process. This
is particularly evident in complex visualiza-
tions where spatial and design elements are
crucial. The current algorithms may not ad-
equately capture aesthetic and functional as-
pects of layout design, impacting the overall
clarity and effectiveness of the diagrams.

3. Feedback Mechanism Limitations. While
the multi-aspect feedback mechanism aims
to enhance diagram quality by focusing on
completeness, faithfulness, and layout, the ef-
fectiveness of this feedback depends on the
precision of the underlying evaluative criteria.
Misalignments in feedback interpretation can
lead to overfitting on specific diagram aspects
at the expense of others.

Ethics Statement

The experiments performed in this study involved
human participants. All the experiments involv-
ing human evaluation were exempt under institu-
tional IRB review. We recruited participants for
our human study using Upwork and we have fairly
compensated all the Upwork freelancers involved
in this study, at an average rate of 20.00 USD per
hour (respecting their suggested Upwork hourly
wage). We did not collect any personal data dur-
ing the experiments, and they could choose not to
participate in the study. The documents used in the
study are distributed under an open license.
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9 User-Study Guided Motivation of Task

Why do we need this Task? Our motivation is
primarily inspired by the SlideGeneration dataset
(Fu et al., 2021), which we have already cited in
Footnote 1 of the paper, indicating user’s need.
However, to better motivate our task, we survey
11 participants (Instructions in Figure 7), ranging
from beginners to experts in NLP, comprising of
6 MS/PhD students with at least 1 *CL or ML
conference paper, 2 people from ML research lab,
3 beginners in NLP. We asked them to review 3
*CL papers each and determine if additional vi-
suals were needed for slide presentations “Would
you like to create some more figures that you think
would be required for better visualization in the
slides, which are not present inside the paper di-
rectly? If yes, can you provide some description
of these additional images?” Out of 33 responses
(11*3) from the papers, 28 answers (84.8%) indi-
cate the need for additional visualization in slides.

The survey shows that each paper requires an
average of 2.3 “Extrapolated-Diagrams”, with a
focus on flowcharts, converting complex tables into
charts, and synthesizing related work to highlight
novelty. These findings indicate the potential of
including such diagrams in our new dataset, which
aligns with the additional visuals found in (Fu et al.,
2021).

10 Effectiveness of our
DiagramGeneration Pipeline

Based on the survey responses in 9, we selected the
paper requiring the most number of “Extrapolated-
Diagrams” and asked two participants from the set
of 11 people (Control Group) to create a flowchart
and a bar chart from scratch after reading the paper
content. On average, it took them 30-35 minutes
per diagram. We then provided two other partic-
ipants (Experimental Group) with access to our
interactive SciDoc2Diagrammer-MAF system to
create the same set of diagrams (a flowchart and

a bar chart). With our tool, they completed each
diagram in 8-10 minutes. We also provided inter-
mediate questions and answers to extract data from
the paper (Figure 8), code (Figure 9) which helped
reduce the cognitive load by simplifying the pro-
cess of diagram creation. The participants found
it easier to tweak a template diagram generated
through code, instead of searching for the relevant
data from paper, and writing a code from scratch
to generate figures (Sample shown in (Figure 10)).

11 Hiring Upwork Participants

11.1 Hiring Workers for Dataset Creation

Using Upwork, we hired three workers familiar
with Machine learning and NLP with almost 5
years of experience and well-versed with creating
presentations from documents, sorted by having a
skill set of Presentation making. The hiring was
made after shortlisting them through interviews,
where they were initially asked to read the paper (?)
and answer questions like : 1) What is the novelty
of this approach? 2) What is the motivation be-
hind the main algorithm? 3) What are the strengths
and weaknesses of this paper? 4) What was the
state-of-art algorithm before this model came in?
5) What kind of evaluation has been made using
this approach? Moreover, they were asked to make
a presentation suitable for presenting it in an AI
conference. Based on their answers and the qual-
ity of the presentation being made, the first two
authors of the paper made a hiring decision.

12 Instruction Guidelines on Annotating
and Identifying Extrapolated
Diagrams

Objective: You are provided with a dataset con-
taining scientific papers and their corresponding
slide decks. Your task is to annotate each slide in
the paper according to predefined categories based
on the content origin and presentation style.

12.1 Categories:

1. Mere Extraction from the Paper: Slides
that directly copy and paste content from the
paper.

2. Extrapolated Diagrams: Slides that include
more elaborative visualizations or explana-
tions beyond mere copying. This includes:

• Diagrams with textual explanations,
highlights, or key takeaways.



Figure 7: User Study Survey Form to Understand how many people would like to create new Figures from a few
selected *CL papers while creating presentations

• Flowcharts that summarize or clarify the
content.

• Examples that illustrate theoretical con-
cepts.

• Conversions of tabular data into graphi-
cal representations.

3. External: Slides containing content sourced
from external references outside of the paper.

Procedure:

1. Initial Check: Begin by reviewing the slide
deck to determine if there are any "Extrapo-
lated Diagrams". Only proceed with the anno-
tation if such slides are present.

2. Comprehensive Review: Read through the
entire paper to understand the context and ori-
gin of images and diagrams used in the slides.

3. Annotation: Classify each slide into one of
the categories based on your understanding
and findings. Consider the source and nature
of the content on each slide.

Ensure accuracy in your annotations by thoroughly
comparing slide content with the original paper and
other sources mentioned within the slides.

13 Instructions on Annotating Intent of
the Diagram Creation

Objective: Your role is to provide clear, compre-
hensive, and complete descriptions for diagrams in
scientific slide decks, focusing on their intent and
content. This will enable any individual to under-
stand or recreate the diagram based purely on your
description.

Steps to Follow:
1. Identify the Diagram: Start by identifying

whether the slide includes bar charts, plots, or
tables. Note the context in which these dia-
grams are used, such as summarizing results
or discussing related works.

2. Determine the Intent:
– What is the diagram illustrating? Under-

stand what the main point or data the
diagram conveys.

– Why is this diagram used? Analyze why
the author chose this type of diagram to
present the data.

– How does the diagram achieve its pur-
pose? Look at the elements of the dia-
gram like axes, labels, legends, and how
they contribute to conveying the intended
message.



Figure 8: Shows the Page 1 of the DiagramGeneration Interface. The left panel displays a scientific document
titled "Retrieve, Rerank and Rewrite: Soft Template Based Neural Summarization," including the title, authors,
affiliations, and abstract. The right panel shows the interface used to generate diagrams based on user intent.
The first section captures the "Intent of the Diagram," which in this case is "Create a flowchart for the procedure
to explain Soft Template Based Neural Summarization." The second section includes "Data Extracted from the
Multimodal Content of the Document," while the third section displays "Model-generated Clarification Questions
for Creating the Diagram," asking for additional information such as figure names in comma-separated format.
This layout illustrates a pipeline where user input and model clarifications are integrated to guide the generation of
scientific diagrams.

3. Write the Description:
– Your description should allow someone

who hasn’t seen the diagram to visualize
and possibly recreate it accurately.

– Include details about:
- Data Representation: What data is

being represented and how?
- Layout and Design: Describe the

layout, color scheme, and any textual
elements.

- Interpretative Elements: Explain
any elements that help in interpreting
the data, such as legends, scales, or
reference lines.

4. Verify Completeness: Review your descrip-
tion to ensure it captures all aspects of the
diagram comprehensively.

Example of a Good Intent:
“Create a bar chart titled ’Annual Growth’ display-
ing the yearly sales growth from 2015 to 2020.
Each bar represents a year, colored in gradient
from dark blue (2015) to light blue (2020). The

Y-axis is labeled ’Percentage Growth’ and ranges
from 0% to 50%, increasing by 5% increments.
A legend in the bottom right explains the color
gradient as representing successive years.”

Note: Ensure that your descriptions are free of
assumptions and interpretations beyond what is
explicitly shown in the diagrams.

14 Addressing Data Leakage Concerns

We address the potential data leakage due to the use
of existing datasets such as DOC2PPT (Fu et al.,
2021) and TutorialBank (Fabbri et al., 2018) in
constructing the SciDoc2DiagramBench by clari-
fying that our task is fundamentally distinct from
these datasets’ original objectives, such as slide cre-
ation. Specifically, SciDoc2Diagram aims to evalu-
ate large language models’ (LLMs) ability to gen-
erate scientific diagrams conditioned on user intent
and long-document context, which presents a more
nuanced and challenging task than the straightfor-
ward generation of slides from text.

Our task focuses on creating scientific diagrams



Figure 9: shows the Page 2 of DiagramGeneration Interface. The left panel shows a scientific paper titled "Retrieve,
Rerank and Rewrite: Soft Template Based Neural Summarization," including the abstract and introduction sections.
The middle panel contains a code snippet that represents a Graphviz script for creating the diagram. The script
allows users to manually modify the code to customize the flowchart. The right panel displays the generated
flowchart based on the provided code. The flowchart visualizes the steps involved in the summarization process.

based on detailed user instructions and content
from the academic paper itself. This involves syn-
thesizing complex ideas into visual form, which
is substantially different from simply converting
scientific text into slides. As such, the focus shifts
from summarization or slide creation to a more
advanced task of diagrammatic representation, en-
suring that any overlap with DOC2PPT (Fu et al.,
2021) or TutorialBank (Fabbri et al., 2018) is mini-
mized. Additionally, no direct train-test splits are
used, and our dataset is crafted to assess the ability
to generalize across varied diagrammatic intents.

Besides, it is worth noting that many early bench-
marks in the field have been developed by reusing
existing datasets or open-source repositories to
create new tasks. Examples include works like
Automatikz (Belouadi et al., 2023), PersonaD2S
(Mondal et al., 2024), and E2EKG (Mondal et al.,
2021) which repurpose existing data to establish
more specific, challenging benchmarks. Our work
follows a similar approach, using existing resources
to create a more complex benchmark aimed at eval-
uating how diagrams can be generated not only
based on the academic paper but also in line with
the specific user intent, a dimension absent in
DOC2PPT and TutorialBank.

To further mitigate concerns about data leakage
and to enhance the diversity and representativeness
of the SciDoc2DiagramBench, we have incorpo-
rated expert human annotations. These annotations
include additional metadata such as the intent be-
hind the created diagram. The inclusion of this
metadata makes each instance more unique and
specifically tailored to the task of diagram creation,
thereby distinguishing it from simple text-to-slide
generation datasets. This human-curated layer, not
present in DOC2PPT or TutorialBank, ensures that
our dataset adds substantial value and differentia-
tion from prior resources.

In conclusion, while we leverage existing
datasets for constructing SciDoc2DiagramBench,
the way we have formulated the task introduces
a significant layer of complexity and novelty. By
focusing on user intent, incorporating human anno-
tations, and avoiding standard train-test splits, we
ensure that SciDoc2DiagramBench remains a chal-
lenging and representative benchmark that builds
on existing resources while addressing concerns
about potential data leakage. Besides, a significant
number of early researchers have created bench-
marks by reusing existing datasets or open-source
repositories such as Automatikz (Belouadi et al.,



Figure 10: displays a feedback form designed to allow users to evaluate and improve the generated diagram and its
underlying code. Users can provide ratings for the completeness and correctness of the diagram on a scale from
1 to 5. Additionally, users can ask clarification questions to verify the completeness of the generated content by
submitting their queries in a comma-separated format. They can also input correct data or corrections in the text box
provided to regenerate the code. The interface includes buttons to either "Regenerate" or "Save" the revised code
based on user input. This tool enables interactive refinement of generated diagrams based on user feedback.

2023), PersonaD2S (Mondal et al., 2024), End-
to-End Scientific Knowledge Graph Construction
(Mondal et al., 2021), VQA (Agrawal et al., 2016).

15 Overview of SciDoc2DiagramBench

15.1 Examples from
SciMultiDoc2DiagramBench-Gold

Figure 13 corresponds to Intent “Construct a de-
tailed and organized table to summarize various
human-generated datasets used in natural language
processing research which includes the name of
each dataset, the annotators involved, the format of
the data, and the size of the dataset.”

Figure 14 (Extrapolated-Summary) corresponds
to Intent “Construct a summary table showing the
comparison of exisiting studies where you should
specify the source paper, tables, KnowledgeBase
and the target task on which it is based on’ and the
source Papers are As mentioned in the slides.”

15.2 Examples from
SciDoc2DiagramBench-Gold

Figure 15 (Extrapolated-Flowchart) corresponds to
Intent “Construct a flowchart or diagram showing
where the same context is provided to both humans
and models, the human creates some response and
the model creates other response along with the
equations of precision and recall for appropriate-
ness and diversity” and the source paper is (Zhao
et al., 2017).

Figure 16 (Extrapolated-Results) corresponds to
Intent “Create a Bar chart showing the comparison
of F1 score of MORSE, Morfessor S+W, Morfessor
S+W+L and MorphoChain against published state-
of-the-art results” and the source paper is (Sakakini
et al., 2017).

16 Details of the Evaluation Metrics used

BERTScore (Zhang et al., 2019) measures the
semantic similarity between the captions gener-
ated by GPT-4V for gold-standard diagrams and
those for our diagrams, assessing how well our
visual representations capture the intended mean-



Types Intent Source Paper
Extrapolated-
Flowchart

Create a flowchart to explain the process of how
the proposed model understands the semantics
of problems and decides which symbol to
generate next."

(Chiang and Chen, 2019)

Extrapolated-
Summary

Create a table to summarize related works in
sarcasm detection, highlighting the novelty of
the proposed model in terms of its ability to
model contrast and incongruity

(Tay et al., 2018)

Extrapolated-
Results

Convert the table describing the different
translations of titles into a bar chart, grouping
each translation by its source (Headline, Lead,
Editor, OpenNMT, HybridFusion), and using
color coding to highlight differences in the
length and tone of each translation

(Murao et al., 2019)

Table 5: Some Examples from SciDoc2DiagramBench-Extended

Types Description
Mere Extraction from the Paper Directly copied and pasted into slides
Extrapolated Diagrams 1) Explain a figure with text/highlights/takeaways, 2)

Flowcharts, 3) Explanation through example, 4) Table to Graph
or some other forms of visualization

External Included from other sources (papers / web)

Table 6: Types of Diagrams and Their Descriptions

Figure 11: shows a user interface where the generated flowchart is displayed at the top. The flowchart outlines the
process for soft template-based neural summarization, detailing steps such as document input, retrieving candidate
soft templates, extending the Seq2Seq framework, and generating a readable and stable summary. Below the
diagram, the user is provided with a feedback section where they can rate the layout on a scale from 1 to 5 and
provide remarks regarding the visual layout of the flowchart. In this example, the user suggests using a different
contrast of colors and improving the figure’s lock. At the bottom, the interface displays the code used to generate
the diagram, written in Python using the Graphviz package, allowing for further edits or regeneration of the diagram
based on user input. This setup encourages interactive refinement and iterative improvements.



Figure 12: Page 5 of the DiagramGeneration Interface

Extrapolated-Flowchart Extrapolated-Results Extrapolated-Architecture Extrapolated-Summary

Models (IV) R BS CS R BS CS R BS CS R BS CS

DALLE-3 0.10 0.23 0.11 0.03 0.21 0.23 0.11 0.25 0.16 0.03 0.12 0.13
Automatikz 0.21 0.28 0.21 0.12 0.43 0.17 0.13 0.54 0.45 0.49 0.34 0.27

SciDoc2Diagrammer

w/ GPT4-o (ZS) 0.22 0.36 0.40 0.23 0.45 0.29 0.21 0.46 0.29 0.28 0.47 0.50
w/ GPT4-o (FS) 0.28 0.47 0.43 0.33 0.50 0.38 0.24 0.48 0.39 0.42 0.54 0.52
w/ GPT4-o-SR 0.34 0.62 0.42 0.42 0.51 0.35 0.33 0.61 0.50 0.47 0.62 0.60
w/ GPT4-o-SumMAF 0.35 0.74 0.48 0.50 0.57 0.39 0.34 0.64 0.49 0.50 0.74 0.74
w/ GPT4-o-SeqMAF 0.39 0.79 0.53 0.49 0.49 0.36 0.37 0.58 0.49 0.45 0.67 0.62

Table 7: Automatic evaluation of models on various diagrams on SciMultiDoc2DiagramBench-Gold using
ROUGE (R), BERTScore (BS), and CLIPScore (CS). The table highlights the comparative performance of DALLE-
3, Automatikz, and several versions of SciDoc2Diagrammer (Few-shot Strategy) across all categories of diagrams.
SciDoc2Diagrammer with GPT4-o consistently shows the best performance across most categories, indicated by the
green cells, while DALLE-3 generally underperforms, as shown by the red cells.

ings. ROUGE-1 (Lin, 2004) examines 1-gram
overlap between these sets of captions, providing
insight into the textual alignment with expected
content. CLIPScore (Hessel et al., 2021) evalu-
ates alignment between gold-standard images and
corresponding GPT-4V captions for our generated
images, indicating how closely our outputs match
visual and contextual expectations.

17 Additional Experiments

Individual Components are necessary in Sci-
Doc2Diagrammer! Table 9 presents the perfor-
mance impact of different components in the Sci-
Doc2Diagrammer model using several metrics:

CLIPScore (CS), BERTScore (BS), Completeness
(C), Faithfulness (F), and Layout (L). Remov-
ing the Question Generation/Answering (QG/QA)
component results in significant performance drops
across all metrics, highlighting its importance. The
absence of the Summarization component also neg-
atively affects the scores but to a lesser extent.

18 Comparison with Contemporary
Research on code generation

Unlike ChartMimic (Shi et al., 2024) and MM-
Code (Li et al., 2024a), which primarily focus on
either visual charts or programming challenges as
input, our approach uses the high-level intent pro-



Figure 13: An Example from SciMultiDoc2DiagramBench-Gold where the Intent is “Construct a detailed and
organized table to summarize various human-generated datasets used in natural language processing research which
includes the name of each dataset, the annotators involved, the format of the data, and the size of the dataset.,” and
the source Papers are As mentioned in the slides.

Figure 14: An Example from SciMultiDoc2DiagramBench-Gold where the Intent is “Construct a summary table
showing the comparison of exisiting studies where you should specify the source paper, tables, KnowledgeBase and
the target task on which it is based on’ and the source Papers are As mentioned in the slides.”

vided by the user to generate complex scientific
diagrams. This makes our work distinct as it em-
phasizes understanding longer document contexts
and user-specific requests rather than predefined
visual or mathematical data.

Existing works such as MMCode (Li et al.,
2024a) and Design2Code (Si et al., 2024) oper-
ate on well-defined inputs like programming chal-
lenges or website designs. In contrast, our ap-
proach supports the processing of long scientific



Figure 15: An Example from SciDoc2DiagramBench-Gold where the Intent is “Construct a flowchart or diagram
showing where the same context is provided to both humans and models, the human creates some response and the
model creates other response along with the equations of precision and recall for appropriateness and diversity ..”
and the source paper is (Zhao et al., 2017)

Figure 16: An Example from SciDoc2DiagramBench-Gold where the Intent is “Create a Bar chart showing the
comparison of F1 score of MORSE, Morfessor S+W, Morfessor S+W+L and MorphoChain against published
state-of-the-art results” and the source paper is (Sakakini et al., 2017)

documents, capturing intricate diagram intent from
user-specified slides or text sources, making our
method applicable for use in research papers and
presentations.

While ChartMimic and MMCode focus on gen-

erating code that addresses visual understanding or
mathematical problems, our method generates sci-
entific diagrams for seamless integration into aca-
demic presentations. This involves translating user
intent into structured diagrams that comply with



Figure 17: An Example from SciDoc2DiagramBench-Gold where the Intent is “Create a Bar chart showing the
comparison of F1 score of MORSE, Morfessor S+W, Morfessor S+W+L and MorphoChain against published
state-of-the-art results” and the source paper is (Zhao et al., 2017)

Okay, let me “Create a flowchart showing the methodology of how similar context is used for human and 
model response generation and the way it has to be evaluated” (Intent) 

Oh no! I only have an hour before my presentation. 
How can I quickly create factually correct and 

informative visuals from the papers I need to present?

You should first try out the existing text-to-image models with a 
textual description as your prompt

Source PDF

Stable 
Diffusion

Automat
ikz

SciDoc2Diagr
ammer w/ 

GPT4

                               SciDoc2Diagrammer-MAF

Include Equations that need to be present for showing 
evaluation

- Show clear input and outputs from humans and models
- Precision and Recall equations have to be included
- Arrows should be directed in nature

- There should not be overlapping nodes
- There should not be arrow markers inside the node

C

F

L

Figure 18: A busy scientist is inclined to automate the creation of diagrams, where our refinement-based approach
in SciDocDiagrammarMAF yields a complete and faithful diagram.

scientific standards. To the best of our knowledge,
none of the previous approaches have specifically
addressed the challenge of multimodal code gen-
eration for scientific diagrams with the focus on
preserving layout, completeness, and faithfulness
in a highly structured and accurate form. This gap
is what SciDoc2DiagramBench fills, making it a
novel contribution.

In addition, human-computer interaction is an
emerging topic as artificial intelligence (AI) ad-
vances in diverse tasks. However, AI still faces
challenges such as gender and race discrimina-
tion (Nghiem et al., 2024; An et al., 2024), pro-
ducing unfaithful information through hallucina-
tions (Huang et al., 2023), privacy breaches (Yao
et al., 2024; Zhou et al., 2024), etc. Fully rely-



Strategy Description

DALLE3 with GPT4-o (Rombach et al.,
2021)

Uses GPT4-o output for diagram planning and diagram rendering
using DALLE3 in SciDoc2Diagrammer.

Automatikz (Belouadi et al., 2023) Uses GPT4-o output for diagram planning and diagram rendering
using Clima-13B (https://huggingface.co/nllg/tikz-clima-13b/) in
SciDoc2Diagrammer.

Zero-shot SciDoc2Diagrammer w/ Phi-3
(Abdin et al., 2024)

Implements Phi-3
(https://huggingface.co/microsoft/Phi-3-vision-128k-instruct) for
diagram planning and GPT4-o for diagram rendering with code
generation.

Few-shot SciDoc2Diagrammer w/ Phi-3
(Abdin et al., 2024; Rozière et al., 2024)

Like Zero-shot but uses 3 examples for guidance.

Zero-shot SciDoc2Diagrammer w/ Mistral
(https://huggingface.co/mistralai/Mistral-
7B-Instruct-v0.2) (Jiang et al., 2023)

Uses Mistral for diagram planning and GPT4-o for diagram
rendering with code generation.

Few-shot SciDoc2Diagrammer w/ Mistral
(Jiang et al., 2023; Rozière et al., 2024)

Extends Zero-shot by using 3 example inputs.

Zero-shot SciDoc2Diagrammer w/ GPT4-o
(OpenAI, 2023)

Utilizes GPT4-o for diagram planning and diagram rendering in
SciDoc2Diagrammer.

Few-shot SciDoc2Diagrammer w/ GPT4-o
(OpenAI, 2023)

Adds 3 exemplars to GPT4-o based generation process.

Table 8: Description of Base and Refiner LMs

Models CS BS C F L
SciDoc2Diagrammer 0.51 0.61 3.8 4.3 3.8
- w/o QG/QA 0.34 0.49 2.8 4.0 3.7
- w/o Summarization 0.43 0.53 3.2 4.0 3.8

Table 9: Influence of components in SciDoc2Diagrammer evaluated on SciDoc2DiagramBench-Gold using
metrics such as CLIPScore (CS), BERTScore (BS), Completeness (C), Faithfulness (F), and Layout (L) using
GPT4-Evaluation, showing that QA/QG and Information summarization contributes to the best performance across
all metrics.

ing on LLMs for diagram generation may overlook
specific user intentions and use cases. Moreover,
users learn their mental models of the data and re-
fine their criteria and results through the interaction
with AI (Shankar et al., 2024; Li et al., 2024b). Fu-
ture work could focus on interactive diagram gener-
ation, allowing users to iteratively engage with AI

to refine and generate diagrams that best suit their
specific use cases.



Error Taxonomy in
Generated Diagrams

Definition of Error
Categories

Prevalence in the
Type of Diagrams

Error Propagation
from which step

Missing Step or Node Omission of a crucial
process step or compo-
nent

Tables Summary,
Flowcharts

IE to Code Generation

Missing Arrow Absence of an arrow
that indicates flow be-
tween elements

Flowcharts IE to Code Generation

Misleading Informa-
tion

Incorrect details that
contradict the intended
data/narrative

Flowcharts, Summary
Tables

IE to Code Generation

Intent Mismatch Diagram does not align
with user-defined intent

All Types Intent Classification

Incorrect Order of
Nodes

Nodes appear in an in-
correct sequence

Flowcharts IE to Code Generation

Wrong Numerical Val-
ue/Trends

Numerical inaccuracies
or incorrect trends

Results/plots Data Extraction, IE to
Code Generation

Wrong Reasoning Logical errors leading
to incorrect conclu-
sions

Results/plots IE to Code Generation

Wrong Axes Labels Axes mislabeling, in-
cluding incorrect titles
or units

Results/plots Data Extraction, IE to
Code Generation

Incomplete Reasoning Diagrams that leave out
critical aspects of anal-
ysis

Results/plots, Sum-
mary Tables

IE to Code Generation

Unreadable Fonts Fonts that are difficult
to read, diminishing ac-
cessibility

Results/plots,
Flowcharts

IE to Code Generation

Overlapping Legends
or Title of the Text

Legends or titles over-
lap with other elements,
obscuring information

Results/plots,
Flowcharts

IE to Code Generation

Incorrect Bounding
Box

Poorly sized/misplaced
bounding boxes

Explanation of Figures IE to Code Generation

Table 10: Comprehensive Error Taxonomy which categorizes the common errors identified on a randomly selected
set of 50 generated diagrams from scientific documents from the test set of SciDoc2DiagramBench w/ the best
performing GPT4-o which had GPT4-Eval score less than 3.5 detailing the nature of each error.



Figure 19: Humans Rated on the diagrams generated by the SciDoc2Diagrammer on three evaluation criteria. We
observe that GPT4-o is clearly the winner model.

Figure 20: Faithfulness evaluated on a sample of 30 diagrams by two annotators (On a Likert Scale 1-5) when
shown the original figure and the generated figure.



Critic Base LM and Variants C F L

GPT4-V

DALLE3 1.5 1.0 2.0
Automatikz 2.6 3.2 3.5
Phi-3 3.4 4.3 3.5
GPT4o 3.8 4.3 3.8
GPT4o + MAF 4.6 4.7 4.6

Human

DALLE3 1 1.2 2.1
Automatikz 2.8 2.4 3.2
Phi-3 3.5 3.4 3.1
GPT4o 3.6 4.0 3.4
GPT4o + MAF 4.2 4.4 3.6

Table 11: Average Completeness (C), Faithfulness (F), and Layout (L) comparing the performance of models,
evaluated by both GPT4-Vision and human evaluators.

Refinement Completeness Faithfulness Layout
w/ MAF 81% 75% 56%
w/ SR 51% 54% 51%

Table 12: LLM-Human Agreement Scores for Refined vs. Non-Refined Images

Extrapolated-Flowchart Extrapolated-Results Extrapolated-Architecture Extrapolated-Summary

Models (IV) R BS CS R BS CS R BS CS R BS CS

DALLE-3 0.12 0.45 0.23 0.11 0.34 0.21 0.25 0.45 0.25 0.04 0.10 0.18
Automatikz 0.20 0.48 0.25 0.20 0.50 0.29 0.24 0.45 0.28 0.27 0.56 0.45

SciDoc2Diagrammer

w/ LLama2 0.28 0.58 0.40 0.28 0.39 0.28 0.24 0.48 0.45 0.45 0.58 0.54
w/ Phi-3 0.26 0.66 0.52 0.32 0.47 0.38 0.28 0.41 0.38 0.40 0.67 0.56
w/ Mistral 0.26 0.64 0.45 0.39 0.53 0.34 0.29 0.48 0.42 0.39 0.59 0.62
w/ GPT4-o 0.28 0.67 0.43 0.40 0.56 0.38 0.32 0.57 0.45 0.45 0.67 0.62

Table 13: Automatic evaluation of models on various diagrams on SciDoc2DiagramBench-Gold using ROUGE
(R), BERTScore (BS), and CLIPScore (CS). The table highlights the comparative performance of DALLE-3,
Automatikz, and several versions of SciDoc2Diagrammer (Few-shot Strategy) across all categories of diagrams.
SciDoc2Diagrammer with GPT4-o consistently shows the best performance across most categories, indicated by the
green cells, while DALLE-3 generally underperforms, as shown by the red cells. We observe that GPT4-o is clearly
the winner model.

Figure 21: Qual Examples



Figure 22: Qual Examples

Algorithm 1 Completeness Assessment (Ccritic)
Require: O: Diagram to be evaluated, Code: Associated Code to be Checked
Require: PDF : Document source
Require: I: Defined intent for diagram creation
Ensure: C: Completeness score of O and CFeedback to improve the score

1: S = []
2: Decompose I and generate a set of questions Q based on the decomposed intent
3: for each question qi in Q do
4: ai ← extract(qi, O) ▷ Get answer determining completeness of O
5: si ← [ai is adequately represented in O] ▷ Assign Score from 1-5
6: Append si to score list S
7: CScore ← 1

|Q|
∑︁|Q|

i=1 si ▷ Calculate average score
8: CFeedback ←textual feedback to improve C
9: return CScore and CFeedback

Require: D: Diagram to be evaluated
Require: R: Design rules for layout and aesthetics
Ensure: S: Aesthetics score of diagram D
Ensure: F : Feedback for improving D

1: Function EvaluateLayout(D, R)
2: S ← 0
3: Feedback ← []
4: for each rule r in R do
5: result, comment← APPLYRULE(r,D)
6: S ← S + result
7: Feedback.append(comment)

8: return S, Feedback



Figure 23: Zero-Shot Evaluation of SciDoc2Diagrammer with various LLMs using Automatic Evaluation Metrics.
We observe that GPT4-o is clearly the winner model.

Algorithm 2 Faithfulness Assessment (Fcritic)
Require: O: Diagram to be evaluated and corresponding code Code
Require: PDF : Document source
Require: I: Defined intent for diagram creation
Ensure: F : Faithfulness score of O and FFeedback to improve the score

1: Using O and Code, generate questions that would validate the correctness of O
2: S = []
3: for each question qi in Q do
4: apdfi ← retrieve(qi, PDF ) ▷ Retrieve answer from PDF
5: aimage

i ← extract(qi, O) ▷ Retrieve answer from diagram O

6: si ← [aimage
i == apdfi ] ▷ ▷ Assign Score from 1-5

7: Append si to score list S
8: Fscore ← 1

|Q|
∑︁|Q|

i=1 si ▷ Calculate average score
9: FFeedback ←textual feedback to improve C

10: return FScore and FFeedback



Algorithm 3 Sequential Refinement of Diagrams
Require: Diagram D, Source PDF P
Ensure: Refined Diagram Dref

1: for type in {’Completeness’, ’Faithfulness’, ’Layout’} do
2: maxIterations← 3
3: threshold← 4.5
4: iteration← 0
5: score← 0
6: while iteration ≤ maxIterations and score < threshold do
7: feedback← Evaluate(D, P , type) ▷ Evaluation based on type
8: if Score(feedback) > threshold then
9: break ▷ Exit loop if score exceeds the threshold

10: D← RefineDiagram(D, feedback) ▷ Refine diagram based on feedback
11: score← Score(feedback) ▷ Update score based on feedback
12: iteration← iteration + 1
13: return D

Algorithm 4 Summarization-Based Refinement
Require: Diagram D, Source PDF P
Ensure: Refined Diagram Dref

1: iteration← 0, maxIterations← 3, threshold← 4.5, score← 0
2: while iteration < maxIterations OR score < threshold do
3: CScore, Cfeedback ← Ccritic(D,P )
4: FScore, Ffeedback ← Fcritic(D,P )
5: LScore, Lfeedback ← Lcritic(D)
6: Initialize allFeedback ← {}
7: if Score(CScore) < threshold then
8: allFeedback ← allFeedback ∪ {Cfeedback}
9: if Score(FScore) < threshold then

10: allFeedback ← allFeedback ∪ {Ffeedback}
11: if Score(LScore) < threshold then
12: allFeedback ← allFeedback ∪ {Lfeedback}
13: D ← RefineDiagram(D, allFeedback)
14: score←Min(CScore, FScore, LScore)
15: iteration← iteration+ 1
16: Dref ← D

17: return Dref



Prompt template for Intent Generation
[1] You will be given the title, abstract and Summarized section content of the Paper, figure and table
captions in the paper, and you will have to come up with the intent of possible type of a diagram that
is not there in the paper, but will be useful to create.
[2] Come up with an intent which will require you to process mathematical, logical reasoning on top
of the extracted data from the paper, and come up with such intent that will require you to blend text
and visuals from the paper to come up with the final diagram.
[3] The intent should be clear, comprehensive and any human can create a diagram from the paper
content based on the intent.
SOME IN-CONTEXT EXAMPLES
Title:
Abstract :
Section Content :
Table Captions:
Image Captions:
Your Intent:

Table 14: The prompt template for Intent Generation.

Prompt template for Intent Classification
[1] You will be provided with an intent to task is to understand the intent of the diagram creation and
classify into one of the following labels:
1) Extrapolated-Flowchart: If the intent is related to creating flowchart
2) Extrapolated-Summary: If the intent is related to summarization of related work, contributions,
methods, datasets or hyperparameter or experimental details mentioned in the paper
3) Extrapolated-Architecture: If the intent is related to modifying an architecture or existing image
in the paper
4) Extrapolated-Results: If the intent is related to generate plots or visualize results
SOME IN-CONTEXT EXAMPLES
Intent:
Label :

Table 15: The prompt template for Intent Classification.

Prompt template for Question Generation
[1] Your intent of coming up with the diagram creation is provided below. Generate clarification
questions based on the intent what information needs to be extracted so that you can generate the
diagram.
SOME IN-CONTEXT EXAMPLES
Intent:
Clarification Questions:

Table 16: The prompt template for Question Generation.

Prompt template for Data Extraction From Figures
[1] Extract Raw data in the form of markdown from the image.
Image:
Extracted Markdown:

Table 17: The prompt template for Data Extraction From Figures



Prompt template for Answer Extraction
[1] Your intent of diagram creation is presented along with the section text or image data. For each
of the question, if the section text or image data is relevant, extract answer for the questions, if not
relevant then, say ’NA’. Make sure that you do not extract information that is not present in the
source code or image.
[2] Format your output as a list of JSON objects (Question/Answer pairs) where the keys are your
questions and answers are the values. SOME IN-CONTEXT EXAMPLES intent:
Section/Image :
Questions :
Question/Answer Pairs:

Table 18: The prompt template for Answer Extraction.

Prompt template for Code Generation
[1] Generate a code in python where the intent of the diagram is provided to you, along with the
intent type. The information to be presented is also in front of you. You should use the information
to display the content.
[2] If the intent is about creating a flowchart, it has to be in graphviz. If the intent is about creating
plots/line charts/graphs, it has to be clear and legible, ideally in plotnine. If the intent is to create or
highlight a portion of image, you should use the pillow library to include bounding box or textual
explanation. Also show that if you want to create a summary, it should be in a good layout with
proper table header and fonts.
SOME IN-CONTEXT EXAMPLES
Intent:
Intent Type :
Question-Answer pairs:
Generated Code:

Table 19: The prompt template for Code Generation.

Prompt template for Line 2 in Algorithm 1
[1] You are provided with the intent of diagram creation. Decompose the intent and ask questions
such that the answers to those questions will determine completeness of information.
SOME IN-CONTEXT EXAMPLES
Intent:
Questions:

Table 20: Prompt template for Line 2 in Algorithm 1

Prompt template for Answer Extraction of the Question from Image/Associated Code
[1] You are provided with the intent of diagram creation, image and the corresponding code that
generated the image as input. Your goal is to extract answer of the question from the image or the
code. Make sure that you do not extract information that is not present in the source code or image.
Intent:
Image:
Question:
Corresponding Code:
Answer of the Question:

Table 21: Prompt template for Answer Extraction of the Question from Image/Associated Code



Prompt template for Refinement Step
[1] You are provided with diagram and the associated code that generated it. Based on criteria name,
the image has received a score of the given score out of 5, and a feedback is generated to improve.
Refine the code to incorporate the following feedback.
Image:
criteria name:
Corresponding Code:
Score:
Feedback :
Refined Code:

Table 22: Prompt template for Refining generated Image/Associated Code

Prompt template for Completeness Critic Evaluation
[1] You are provided with the intent of the diagram creation, answers from PDF and the answers
obtained from the Image or the code. You have to determine if the answer from the PDF/intent is
completely present in the answer from image/code. Please provide a Completeness score from 1-5,
where 1 denotes there is minimal Completeness and 5 when there is an exact match with the PDF
Content. If your score is less than 4.5, generate feedback on what is needed to improve the
Completeness.
Image:
Corresponding Code:
Intent:
Answer from the PDF:
Answer from the Diagram/Code:
Completeness Score:
Feedback :

Table 23: Prompt template for Completeness Critic Evaluation

Prompt template for Faithfulness Critic Evaluation
[1] You are provided with the intent of the diagram creation, answers from PDF and the answers
obtained from the Image or the code. You have to determine if the answer from the Image or the
code is faithful or true with respect to answer from the PDF. Please provide a Faithfulness score
from 1-5, where 1 denotes there is minimal faithfulness and 5 when there is an exact match with the
PDF Content. If your score is less than 4.5, generate feedback on what is needed to improve the
faithfulness.
Image:
Corresponding Code:
Intent:
Answer from the PDF:
Answer from the Diagram/Code:
Faithfulness Score:
Feedback :

Table 24: Prompt template for Faithfulness Critic Evaluation



Prompt template for Layout Critic Evaluation
[1] You are provided with the intent of the diagram creation and the image, source PDF.
[2] You have to determine how much readable, comprehensible, precise in terms of the look-and-feel
of the diagram. By precision, it means that all the necessary scientific information conveyed in the
image can be easily deciphered. Please provide a score from 1-5, where 1 denotes there is minimal
satisfaction on the look-and-feel aspect and 5 when there is nothing to complain about the
look-and-feel aspect. If your score is less than 4.5, generate feedback on what is needed to improve
the look-and-feel.
Image:
Intent:
Layout Score:
Feedback :

Table 25: Prompt template for Layout Critic Evaluation

Prompt template for Self-Refine Evaluation
[1] You are provided with the intent of the diagram creation and the image.
[2] There might be some problem inside the image. Please generate feedback if you feel that there
has been any inconsistency.
Image:
Intent:
One-step Score:
Feedback :

Table 26: Prompt template for Self-Refine Evaluation


