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Abstract. Online harassment is a well-documented and studied prob-
lem on social media. Who does this harassing, how, and to what degree
are important questions that can inform platform policies and automated
controls as well as helping understand harassers more broadly. This study
investigates users who were discovered because they created a post that
harassed a women in power using misogynistic slurs. Do these tend to
be isolated incidents, or do such users engage in higher rates of harass-
ment more generally? Findings from both Twitter and Parler suggest
that this population uses offensive slurs at over 3 times the rate of con-
trol groups. We break down these findings and discuss the implications
for moderation, automation, user well-being, and platform success.

Keywords: social media, online harassment
NB: This paper deals with abusive language. To accurately describe our meth-

ods, we describe slurs that many may find offensive.

1 Introduction

Harassment has become an all too common aspect of online life, with 41% of US
adults reporting that they have been targets of it [15]. Social media platforms
employ a variety of strategies to keep harassment in check, from automated
filtering to forced post removal to account suspension. While this may improve
things, enforcement is spotty and harassing posts often remain up, even when
they violate a platform’s terms and conditions [5].

Researchers have studied harassment from may perspectives, including un-
derstanding the motivations of trolls and harassers (e.g. [1]), the impact on
frequently targeted groups (e.g. [14]), the efficacy of behavioral interventions
(e.g. [12]), and automated techniques for identifying and filtering harassment
(e.g. [11]). However, much remains unknown about harassers, their behavior,
and their role in social media ecosystems.

This study focuses on understanding if certain harassing behaviors predict
higher levels of harassment. Specifically, we were interested in people who direct
sexist harassment at women in positions of power. Would users who author such
posts be more likely to harass more broadly? For the purposes of this study, we
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operationalize harassment as use of offensive slurs in social media posts. Greater
slur use reflects more harassing behavior.

In samples pulled from both Twitter and Parler, we searched for users who
used one of five common misogynistic slurs (“bitch”, “whore”, “hoe”, “cunt”, “slut”)
and the name of one of four prominent US women legislators: Vice President
Kamala Harris, House Speaker Nancy Pelosi, Rep. Lauren Boebert, and Rep.
Marjorie Taylor Greene. These users were our Harassing Sample. We compared
their overall slur usage to control groups and found significant differences. We
discuss the results of this analysis, the limitations and future directions for this
work, and the implications for platform moderation, harasser detection, and user
well-being.

2 Related Work

The research questions of this study focus primarily on harassers with a goal of
better understanding their behavior and if certain behaviors make them easier
to identify.

There have been many studies looking at the impact of online harassment but
relatively few that study the harassers themselves. Work on online trolls [1] found
that, compared to other groups, people who liked trolling scored significantly
higher on the dark tetrad of personality traits: psychopathy, sadism, Machiavel-
lianism, and narcissism. More recent work that looked at online harassers [9]
found that impulsivity, reactive aggression, and premeditated aggression were
distinguishing characteristics of harassers.

Data on online harassment instigation is harder pin down since definitions of
“harassment” itself vary widely. A study of college students found 92% of subjects
reported participating in some sort of cyber-harassment [16]. Studies of slightly
younger participants generally found lower self-reported levels of perpetration.
More importantly, these studies looked at various correlations with other anti-
social behavior and found that higher levels of harassment predicted higher levels
of other anti-social behavior.

One study of people aged 10-17 years found that 12% reported frequent or
occasional perpetration of online harassment, while 17% said they had limited
participation [18]. As the frequency of harassment increased, so did other anti-
social behaviors including aggression and rule breaking. Another study of youth
in Thailand found about half of participants had perpetrated online harassment
in the last year, and that this was positively correlated with committing offline
violence [17].

A large study of over 1,500 young people [18] found that perpetration of
online harassment and unwanted sexual advances online was associated with a
litany of problems, including “substance use; involvement in offline victimization
and perpetration of relational, physical, and sexual aggression; delinquent peers;
a propensity to respond to stimuli with anger; poor emotional bond with care-
givers; and poor caregiver monitoring as compared with youth with little to no
involvement.”
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These results, suggesting that higher rates of harassment are associated with
both anti-social personality traits and anti-social behavior, emphasize the impor-
tance of understanding patterns of behavior in online harassment perpetration
and identifying characteristics that make frequent perpetrators easier to identify.

3 Methods

3.1 Datasets

Bot Sentinel is a research firm that focuses on identifying mis- and disinforma-
tion, harassment, and malicious behavior on social media. In May 2022, they
released a report, “Twitter’s Response to Abuse and Bigotry Directed at Vice
President Kamala Harris”. Between January and May 2022, they identified 4,265
tweets that called Harris “bitch”, “whore”, “hoe”, “cunt”, “slut”, and “nigger”. As a
test, Bot Sentinel staff reported 40 tweets, yet Twitter only removed two, leaving
many aggressively harassing tweets up and available (see Figure 1 for an exam-
ple of some of the less graphic tweets; the full set is available in the cited Bot
Sentinel report).

Their work put a spotlight on this type of harassment and the ineffectiveness
of platform policies in curtailing even extreme violations of community guide-
lines. It also served as a seed dataset for this project.

We began with the Bot Sentinel data set of abusive or bigoted tweets directed
at Vice President Kamala Harris. Each tweet was posted by a different user [7].
Since the focus of our work in this paper is misogyny, we included tweets using
one of the five misogynistic terms and dropped those that used racist language
(as discussed in the Future Work section below, we believe it is important to do
in-depth work both on racist harassment and intersectional harassment, but it
is beyond the scope of this project).

The authors of the remaining tweets became our initial set of harassers. Many
of these accounts were removed after Bot Sentinel published their report. Some
accounts also went private which prevented us from accessing their tweets. This
left 910 accounts from the original dataset who were still active with tweets we
could access. For each of these users, we collected their most recent tweets, with
a maximum of 200, for a total of 171,137 tweets.

As a control, we used the Twitter API to search for users who tweeted “Ka-
mala Harris”. We randomly selected 100 users and collected their most recent
tweets (up to 200), for a total of 18,302 tweets.

To expand beyond data about Vice President Harris, we collected data from
Twitter for House Speaker Nancy Pelosi. Using the API, we searched for people
who used one of the Bot Sentinel five misogynist slurs along with “Pelosi”. As
a baseline control, we searched for any tweets mentioning “Pelosi” that did not
include those slurs. Again, we randomly selected 100 users from each group and
collected their 200 most recent tweets, for a total of 14,119 tweets in the slur
group and 15,364 tweets in the control.

Since Pelosi and Harris are both Democrats, we followed the same protocol
as used on Nancy Pelosi to collect data sets mentioning Rep. Lauren Boebert
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and Rep. Marjorie Taylor-Greene, both higher profile Republicans. This allowed
us to compare the use of slurs targeting both major US political parties. For
Boebert, there were 21,825 tweets in the slur group and 18,784 in the control.
For Taylor-Greene, there were 7,664 in the slur group and 18,094 in the control.

We also compared across platforms. Parler is a microblogging platform similar
to Twitter but that was mostly unmoderated in the run up to the January 6,
2021 insurrection. It was a platform that attracted many right wing users who
had either been banned from Twitter or who were seeking a platform with a
stronger right-wing voice.

We used a dataset of 1.8 million text posts from Parler posted between Jan-
uary 6 and 10, 2021, available at https://mirrors.deadops.de/parler/. We re-
peated the process above, collecting posts that mentioned Kamala Harris, Nancy
Pelosi, Lauren Boebert, and Marjorie Taylor-Greene with one the five misogy-
nistic slurs originally used by Bot Sentinel. There were no posts in our dataset
that used these slurs alongside either Republican legislator, so we can only com-
pare slurs used towards Harris and Pelosi. We found 86 unique users in this
dataset who had used the misogynistic slurs directed towards them. The control
included all users who had mentioned Harris and Pelosi without slurs in that
five day window, totaling 9,154.

Across all samples, we dropped users who had fewer than 10 posts since their
slur frequency values could skew our results. The final number of accounts for
each target and group is shown in Table 1.

Table 1. Number of accounts for each sample

Harassers Control
Twitter
Kamala Harris 909 100
Nancy Pelosi 73 89
Lauren Boebert 112 98
Marjorie Taylor-Greene 39 91
Parler
Kamala Harris + Nancy Pelosi 86 9,154

3.2 Slur Detection

To measure the frequency of slurs use among users in each group, we used the list
of slurs provided at https://gate-socmedia.sites.sheffield.ac.uk/topics/elections-
hate-speech/ge2019-supplementary-materials [4]. Two of the original five misog-
ynistic slurs, “bitch” and “hoe”, were not part of this list, so we added them for
our analysis.

For each user selected, we tallied the number of slurs used in their posts and
calculated the average number of slurs per post.
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4 Results

We first analyzed the Twitter data. For the four targets of misogynistic ha-
rassment - Kamala Harris, Nancy Pelosi, Lauren Boebert, and Marjorie Taylor-
Greene - we compared the average number of slurs per tweet between the ha-
rassing group and control group. As shown in Table 2, for all targets, harassers
all used slurs at significantly higher rates than the control group for p < 0.001.

Table 2. Average number of slurs per 100 tweets for harassing and control populations
for each of the four Twitter target accounts. Student’s t-test shows that for every target,
the Harassing Sample uses significantly more slurs than the control sample (p < 0.001)

Target Harassing Control
Kamala Harris 3.1 1.0
Nancy Pelosi 2.4 1.2
Lauren Boebert 3.0 1.2
Marjorie Taylor-Greene 4.0 1.3

Given the general similarity in slur per tweet rates seen in Table 2, we inves-
tigated whether or not there was any significant difference in the slurs per tweet
among the Harassing Samples across targets or in the control samples across
targets. An ANOVA shows that there is no significant difference in the slur per
tweet average among the targets in either the Harassing Sample (Table 3) or the
control sample (Table 4).

These results suggest that, for these samples, it does not matter if the target
of the initial harassment is liberal or conservative. The people who harass them
use slurs in their tweets at the same rate.

Because there was no significant difference in the rates of slur use by target
among the control or Harassing Samples, we pooled the data across all four
targeted women for the remainder of the analysis in this section. Note that
because our sample of harassers was much larger for Kamala Harris than for the
other three targets due to how the data was collected, we sample down to use
only 100 randomly selected harassers from the Harris data so as not to have the
statistics dominated by her group.

Overall, the slur frequency in the Harassing Sample was over 3 times higher
than in the control (as shown in Table 5).

Table 3. There is no statistically significant difference in the rate at which slurs are
used in the Harassing Samples for the four Twitter target accounts.

Source DF Sum of Square Mean Square F Statistic P-value
Groups (between groups) 3 0.006779 0.00226 1.2812 0.2794

Error (within groups) 1129 1.9912 0.001764
Total 1132 1.998 0.001765
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Table 4. There is no statistically significant difference in the rate at which slurs are
used by control populations who tweet about the four Twitter target accounts.

Source DF Sum of Square Mean Square F Statistic P-value
Groups (between groups) 3 0.0005524 0.0001841 0.787 0.5018

Error (within groups) 374 0.08751 0.000234
Total 377 0.08806 0.0002336

On Parler, there were no posts harassing the conservative targets that we se-
lected in our Twitter analysis. Thus, we only considered the question of whether
people posting misogynistic harassment toward either of our liberal targets used
more slurs than a control group who posted slur-free messages about these tar-
gets.

As included in Table 5, the Harassing Sample used significantly more slurs
than the control. Like on Twitter, the rate of slur usage was over three times
higher in the Harassing Sample than the control.

However, for both Parler and Twitter, a simple harasser sample vs. control
sample may not paint a full picture. Accounts in the Harassing Sample all used
at least one slur (which is how they were selected). On the other hand, accounts
in the control may have never used any slurs. Indeed, on Parler, 5,020 of 9,154
control accounts (54.8%) used zero slurs. On Twitter, 128 / 379 (33.8%) of control
accounts used zero slurs. Thus, the Harassing Sample may have a significantly
higher harassment rate and it may have nothing to do with the misogynistic
targeting.

To account for this, we compared the Harassing Sample to controls who (1)
had used at least one slur somewhere else in their body of tweets and (2) who
had used at least one misogynistic slur in their body of tweets. As shown in
Table 5, Harassers still used significantly more slurs in their posts compared to
the Controls. This was true on both Twitter and Parler.

Finally, we were concerned that using one of the five misogynistic slurs that
defined our Harassing Sample may itself predict greater slur usage than the
control, independent of who was targeted. To control for this, we selected a
subset of each control group that had used at least 1 of the five misogynistic
slurs. The difference is that harassers targeted these slurs at one of the women
in power, while the control used them without targeting these women. There
were 896 control accounts using misogynistic slurs on Parler and 45 on Twitter.
Again, on both platforms, accounts in the Harassing Sample used significantly
more slurs than control accounts who used at least one of the misogynistic slurs.

5 Limitations

There are a number of limitations to this work. First, we focused only on the
United States, and only on four prominent women legislators to choose our
samples. Three of these women are white. While we are focused on misogyny, we
hypothesize that both misogyny and other harassment would likely be higher for
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Table 5. Slur use among the harassing and various subsets of control groups on Parler
and Twitter. Users in Harassing Sample use significantly more slurs than every other
group (∗p < 0.05, ∗ ∗ p < 0.01, ∗ ∗ ∗p < 0.001).

Platform Harassers Control Controls that use
at least 1 slur

Controls who use
misogynistic slurs

Twitter 3.92 1.16*** 1.75*** 2.79**
Parler 9.47 2.6***1 5.77*** 6.60*

women of color. Our results here suggest there is a lot more to understand about
which specific one-time behaviors might predict broader harassing patterns, and
future work should consider a larger and more diverse set of accounts. One
study found that women of color were 34% more likely to receive harassment
than white women, and black women in particular faced 84% more harassment
than white women [8]. The intersection of harassment based on gender, race,
religion, and sexual orientation are all especially interesting and complex areas
that need more exploration.

There is also much more work to do on understanding the identity of ha-
rassers. While one might infer that accounts that harass liberal women are mostly
conservative, and accounts that harass conservative women are mostly liberal,
this is not necessarily the case. It could be that the harassers are primarily
misogynists, who do not care about the party of their targets, or they may be
trolls more broadly who will harass anyone with whatever language is likely to
get a reaction. Understanding who is doing the harassing and why would add
more depth to our understanding of the harassment phenomenon.

6 Discussion and Future Work

If slur use is a proxy for harassing behavior, these results suggest that users
who harass women in power with misogynistic slurs tend to be more prolific
harassers. There was no significant difference in slur use based on which person
was targeted, but on both Twitter and Parler, accounts in the Harassing Sample
used more slurs than the control group, even if that control group used at least
one slur, and even if that was one misogynistic slur. This suggests that there is
something predictive specifically because powerful women are the target of the
misogynistic harassment.

As Bot Sentinel reported, on Twitter these posts are violations of the com-
munity standards, and yet many are not removed even when reported. Figure 1
shows three examples from the Bot Sentinel report of tweets that were reported
and that Twitter declined to remove.

If posting this type of misogynistic harassment directed at women in power
is indeed predictive of greater harassing behavior - over three times greater in
our samples - it becomes a feature to identify accounts that should be more
closely scrutinized for moderation. As discussed above, online harassment is not
only a violation of most platforms’ terms of use, but also creates real impacts
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Fig. 1. Example tweets from Bot Sentinel that Twitter said did not violate their safety
policies.
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for the targets. Harassment targets are more likely to self-censor [2], experience
emotional distress [13], and fear for their safety [10]. It is also bad for the business
of the platform, since it leads to reduced engagement [3] and even platform
abandonment [6].

If further studies replicate the results presented here, these easy-to-detect
targeted harassments could be used as features for algorithms designed to de-
tect online harassment. These results also suggest platforms could consider less-
lenient policies for accounts who engage in this type of harassment since it is
likely to predict greater, broader harassment from those accounts.
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