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crawlers and spiders, stock market traders, and manufactur-
ing assembly lines. Developing life-critical applications in
transportation, medical, and battlefield systems will inevit-
ably increase the stakes for system designers.

In all these cases, the rising levels of automation bring
benefits but also can increase dangers. Automated or auto-
nomous systems can sometimes fail harmlessly, but they
can also destroy data, compromise privacy, and consume
resources, such as bandwidth or server capacity. What’s
more troubling is that automated systems embedded in vital
systems can cause financial losses, destruction of property,
and loss of life.

Controlling these dangers will increase trust while en-
abling broader use of these systems with higher degrees of
safety. Obvious threats stem from design errors and soft-
ware bugs, but we can’t overlook mistaken assumptions by
designers, unanticipated actions by humans, and interfer-
ence from other computerized systems.

The danger of mistaken assumptions
Automobile airbags provide a dramatic case study.1 In

their early years, airbags were estimated to save 1,500 to
2,500 lives per year in the US alone, but they might have
inadvertently killed 25 to 50 children annually by deploy-
ing in low-speed crashes. Once these facts became clear,
developers implemented improvements and extended user
control by letting drivers reset deployment parameters if
children were in the passenger seat.

Similarly with unmanned aerial vehicles, early assump-
tions were that autonomy would be high, but in reality, many
aspects of successful operation require operator monitoring
and control.2,3 As designers identify failure patterns, accom-
modate critical decision points requiring human control, and
limit conflicts among multiple UAVs, increasing levels of
autonomy will be possible.

This column aims to promote greater awareness of hu-
man responsibility for computerized systems, especially
those called autonomous. By using the term autonomous,
some designers might assume high reliability and therefore
reduce feedback to operators, inhibit human control, and
fail to record performance for human review.

It seems important to remind all computerized-system
designers, software implementers, and operators that
they’re legally liable and financially accountable for their
systems. Contracts and license agreements might limit li-
ability, but it’s always wise to incorporate cautious plan-
ning, careful operation, and frequent reviews to reduce
dangerous outcomes.

Thoughtful designers recognize human responsibility
for system design, implementation, and operation, leading
them to build advanced user interfaces that let operators
effectively monitor and control autonomous systems.4–6

These user interfaces will also provide logging tools that
enable operators to understand system behavior across
many operations and therefore improve it.

Monitoring, control, and logging
Monitoring tools inform users of the autonomous sys-

tem’s current state and activities. Some state information,
such as battery power or current location, is easy to pro-
vide, and some activities, such as most recent actions, are
simple to comprehend. Other state and activity reports can
be much more complex, requiring the display of advanced
information visualizations.3 Network monitoring is a suc-
cessful application that has seen widespread use of infor-
mation visualization, especially to detect intrusions and
improve performance.7 New applications or system ver-
sions often require monitoring, but as trust increases,
monitoring can decrease.

Control user interfaces have a long history, but the com-
plexity of autonomous systems generates new opportu-
nities for design innovation. Operator interventions to
change goals or recover from problems begin with situa-
tion awareness and a rich model of the implications of any
intervention.8 Interventions could range from simple shut-
down commands, to intricate schedule revisions, to high-

Automobile airbag triggers and heart pacemakers re-

quire rapid automated reaction. Similarly, increasing

numbers of computerized systems need only intermittent

human control, such as planetary explorers, Web-based 
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level goal changes that might require sub-
stantial alterations to plans generated by
the autonomous systems. There might be
several interactions during which the oper-
ator learns about the system state, com-
pleted activities, and implications of goal
changes. Chemical plant, air traffic, or
power systems control systems are mature,
successful applications that have shown in-
creased levels of automation while preserv-
ing human control. Unmanned aircraft,
robotic undersea manipulators, and plane-
tary explorers present evolving challenges
because some operations require high lev-
els of autonomy, but human control for
goal setting and problem solving is also
necessary.

Logging of autonomous systems lets op-
erators critique an individual operation,
much like a postgame review in sports, and
retrospectively compare multiple opera-
tions. User interfaces should let system
maintainers review individual operations to
study performance, ensure proper comple-
tions, and detect anomalies. In particular,
they can use logs to track down the cause
of specific malfunctions or failed missions.
User interfaces should also let developers
of next-generation systems analyze logs for
hundreds of sessions to spot opportunities
for improvement. Flight data recorders are
a good example of well-developed system
monitoring that has high payoffs in in-
creased safety and improved performance.

Preserving human control while in-
creasing the level of automation is usually
desirable and sometimes required.9 Design-
ers of autonomous systems who recognize
human responsibility will include monitor-
ing, control, and logging—features that are
likely to lead to more reliable systems.
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