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Abstract. Kernel based approaches for machine learning have gained huge interest in the past decades because of their robustness. In some
algorithms, the primary problem is the solution of a linear system involving the kernel matrix. Iterative Krylov approaches are often used to solve
these efficiently [2, 3]. Fast matrix-vector products can be used to accelerate each Krylov iteration to further optimize the performance. In order
to reduce the number of iterations of the Krylov approach, a preconditioner becomes necessary in many cases. Several researchers have proposed
flexible preconditioning methods where the preconditioner changes with each iteration, and this class of preconditioners are shown to have good
performance [6, 12]. In this paper, we use aTikhonov regularized kernel matrixas a preconditioner for flexible GMRES [12] to solve kernel matrix
based systems of equations. We use a truncated conjugate gradient (CG) method to solve the preconditioner system and further accelerate each CG
iteration using fast matrix-vector products. The convergence of the proposed preconditioned GMRES is shown on synthetic data. The performance
is further validated on problems in Gaussian process regression and radial basis function interpolation. Improvements are seen in each case.
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1. Introduction. Algorithms based on kernel methods play a central role in statistical machine learning. At their
core are a number of linear algebra operations on matrices of kernel functions which take as arguments the training
and testing data. A kernel functionΦ(xi, xj) generalizes the notion of the similarity between a test and training point.
Given a set of data points,X = {x1, x2, . . . , xN}, xi ∈ Rd, the kernel matrix is given by,

K =

 k11 . . . k1N

...
...

...
kN1 . . . kNN

 ,(1.1)

wherekij = Φ(xi, xj). Kernel matrices are symmetric and satisfy the Mércer conditions [1],aT Ka ≥ 0, for anya;
and henceK is positive semi-definite.Φ is generally chosen to reflect prior information about the problem. In the
absence of any prior knowledge, the negative squared exponential (Gaussian) is the most widely used kernel function
and is the one that we use in this paper,

kij = s exp
(
−‖xi − xj‖2

h2

)
.(1.2)

However, the methods that we shall discuss are generic enough for other kernels as well.
In many learning algorithms, it might be necessary to solve a linear system with the matrixK. Kernel regression

and Gaussian process regression are examples from learning. An example from function-fitting is radial basis function
(RBF) interpolation. Iterative Krylov approaches [2, 3, 5] are often used for efficient solution of such systems. The
iterative approaches are advantageous over the direct solvers for large systems because they do not require the explicit
construction of the underlying kernel matrix, saving both computations and memory. Because the kernel matrices are
symmetric positive semidefinite, theconjugate gradient (CG)method has been a common choice [3, 10], however
other Krylov approaches like GMRES have also been used in some cases [2].

REMARK 1.1. The dominant cost per iteration in the Krylov approaches is a matrix-vector product. Thus, they
are especially useful for matrices for which fast matrix-vector products are available. (eg. sparse matrices, Fourier
and related matrices, structured matrices)

The structure of the kernel matrix has been exploited to accelerate the Krylov iterations, eg. [10] for Gaussian
kernel. One obvious way is to avoid the explicit construction of the matrixK, and compute the functionΦ(xi, xj) on-
the-flyresulting in O(N ) memory requirement. Further, by using efficient approximations [11, 7, 8] or parallelization
(GPUs [16]), the cost of the matrix-vector product in each Krylov iteration can be significantly reduced. A detailed
discussion on the accelerated kernel matrix-vector products is given in Section 2.

However, when the underlying system is ill-conditioned, there is a significant degradation of the performance of
iterative approaches, necessitating the use of a preconditioner for the Krylov iterations. Either left or right precondi-
tioning may be used, though left preconditioner is more common. Consider a systemKx = b; a left preconditioner
M−1 operates on this system as,

M−1Kx = M−1b.(1.3)

A right preconditioner, on the other hand, operates as follow,

KM−1 (Mx) = b.(1.4)
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An ideal preconditioner (M−1) is a matrix that is close to the inverse of the matrixK. Consequently the matrixM is
“close” to the matrixK. Of courseK−1 is not known, otherwise there would be no need to solve the system!

Popular preconditioners like Jacobi, SSOR, ILU [13] can be used to improve the convergence, however, these
preconditioners have an O(N2) space and computation requirement for dense matrices, which would ruin any advan-
tage gained by the fast matrix-vector products. The preconditioner must have a representation that allows for a fast
matrix-vector product just like the kernel matrix. In this paper, we propose such a novel preconditioner for a flexible
GMRES algorithm for solving a kernel system and its performance is illustrated with examples from machine learning.
The motivation behind the particular choice of GMRES is detailed in section 3.

This paper is organized as follows. We introduce accelerated kernel matrix vector products based on approxima-
tion algorithms and GPU-based parallelizations in section 2. In section 3, we introduce the flexible GMRES algorithm
and the proposed preconditioner and further discuss the possible accelerations of the FGMRES in the light of the
desired accuracy. We discuss our experiments in section 4 and illustrate the performance of the proposed approach.

2. Kernel matrix-vector products. The key computation in each Krylov iteration is the matrix-vector product, f1

...
fN

 =

 k11 . . . k1N

...
...

...
kN1 . . . kNN


 q1

...
qN

 , f = Kq.(2.1)

This can also be written as a weighted summation of kernel functions,

f(xj) =
N∑

i=1

qiK(xi, xj).(2.2)

Existing approaches to accelerate these kernel summations either approximate the kernel summation or parallelize
them.

2.1. Approximation. The algorithms we consider in this category are also calledε-exact approximations. The
objective is to evaluatêf in linear time such that‖f̂ − f‖ ≤ ε in some norm. The key idea here is to utilize the
structure of the problem and special data structures to efficiently approximate the sum in o(N2) time.

Several approximations exist for the Gaussian kernel summations, notable ones are the fast Gauss transform [4]
(does reasonably for data dimension upto3), improved fast Gauss transforms (IFGT) [11] (uses different data structures
and expansions to work well for higher dimensional data) and dual-trees [7]. These approaches evaluate the weighted
Gaussian sum using special data structures and approximation techniques. The advantage of the approximation based
accelerations is that the computational complexity can be linear (O(N )). However, the performance is data-dependent.
The tree-based approach performs well for low data bandwidth (h in Eq. 1.2), whereas the IFGT performs well for
larger bandwidths. Both these approaches perform badly for large dimensions (> 10). Morariu et al. combine the
advantages of these two approaches and propose an algorithm,FIGTREE [8] which automatically selects the fastest
approach for a particular data and desired accuracy. Morariu et al. further note that in some cases, a direct summation
is faster than any approximation algorithm; therefore FIGTREE chooses between IFGT, a tree-based approximation
and the direct summation based on the data (dimension, bandwidth and desired accuracy); we use this in our paper.

Pros: Linear time computation, possible to obtain any desired accuracy
Cons: Data dependent performance, curse of dimensionality

2.2. Parallelization. Computer chip-makers are no longer able to easily improve the clock speed on processors,
with the result that computer architectures of the future will have more cores, rather than more capable faster cores.
This era of multicore computing requires algorithms which are particularly suited for data parallel architecture. A
particularly capable set of data parallel processors are the graphical processing units (GPU), which have evolved
into highly capable compute coprocessors. A GPU is a highly parallel, multi-threaded, multi-core processor with
tremendous computational power, and it is possible to perform general purpose scientific computations on them,
thus utilizing their superior performance. While GPUs can do double precision, most speedup is gained on single
precision computations, andcurrently double precision is advised only when it is absolutely essential for algorithmic
correctness.

The kernel matrix-vector product have been efficiently parallelized on the GPUs [15]. For our experiments, we
used the open source packageGPUML (GPU for Machine Learning) [15] to compute the kernel based matrix
vector product associated with the preconditioner evaluations. In GPUML, the matrix vector product is distributed
across several threads in light of the memory accesses. Each thread is assigned to evaluate one element of the output
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(a) Computational time (b) Error in summation

Fig. 2.1:Performance comparison between GPUML single and double precision computations.

vector (fj) and is further optimized for memory accesses by efficient utilization of the shared memory and registers in
the GPU. Both single and double precision versions are available in GPUML [15].

A comparison of computational performance and errors (relative and absolute) of GPUML (single and double
precision) on a3-dimensional data generated at random between0 and1 is shown in Fig. 2.1. It can be seen that single-
precision computations are approximately6-times faster than the double-precision computations. The errors reported
here are obtained from comparison with FIGTREE withε = 10−12. The absolute error in both cases increases with
increasing data size because of the round-off errors on the GPU. However, the error in single-precision summation is
an order higher than that of the double-precision counterpart. A similar difference is observed in the relative errors as
well. However, because of the comparison with a FIGTREE (withε = 10−12), the relative error for double precision
GPUML is flat.

Pros: Data independent speedup, performs well upto100 dimensions
Cons: Quadratic complexity, memory restrictions, curse of dimensionality (for large dimensions)

2.3. GPUML vs FIGTREE. While both GPU based parallelization and CPU approximation are promising, each
has its own pros and cons, and it is important to utilize the correct approach for a given problem for the best perfor-
mance. In order to illustrate the differences in performance, random data points were generated in a unit hypercube
and used with FIGTREE and GPUML for single and double precision accuracy. GPU’s accuracy cannot be controlled
beyond the specification of single/double precision operations. However, FIGTREE offers a wide range of accuracy
control by the specification ofε. We setε to 10−6 for single-precision and10−12 for double-precision computations.

The time taken by the two approaches for various sizes of a3-dimensional input datax is given in Fig. 2.2a. It can
be seen that the single precision GPU acceleration is significant upto data size of∼ 100, 000, but for large data sizes,
the quadratic complexity hinders the performance, therefore FIGTREE (with single precision accuracy) outperforms
GPUML. Corresponding double-precision analysis reveal that FIGTREE outperforms GPUML even for a data size of
20, 000. Because of the memory restrictions on the GPU, GPUML can handle only upto70, 000 3-dimensional data
points in double-precision. It should be noted that FIGTREE chooses a direct summation when the approximations
become too computationally expensive.

The bandwidth dependence of FIGTREE is illustrated in Fig. 2.2b, where a set of10, 000-point3-dimension data
were tested for various bandwidths. For low bandwidths, the tree-based approach is optimal; for large bandwidths,
IFGT is optimal. However, both the approaches perform badly for medium bandwidths, where GPUML outperforms
FIGTREE.

It was mentioned earlier that the curse of dimensionality is significant in both the approaches. However, a com-
parison of the performances reveal that the effect of dimensions is more significant in FIGTREE than GPUML (which
gives significant speedup upto100 dimensions), as seen in Fig. 2.2c for10, 000-data points.

REMARK 2.1. The choice of fast approximations and GPUML, particularly for large data, is mainly based
on three factors: desired accuracy, dimensionality and size of the data. For dimensions< 10 and low accuracy
requirements, FIGTREE (single-precision) can be used forN > 100, 000, GPUML can be used in all other instances.
For high accuracy, although GPUML (double-precision) outperforms FIGTREE (double-precision) for small data
sizes, the advantage gained is limited. Therefore, FIGTREE can be chosen for all such cases.

3. Flexible GMRES. As mentioned earlier, when the underlying system is ill-conditioned, there is a significant
degradation in the performance of iterative approaches, necessitating the use of a preconditioner for the Krylov ap-
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(a)3 dimension,0.7 bandwidth

(b) 10, 000 points,3 dimension (c) 10, 000 points,
√

d bandwidth

Fig. 2.2:Speedup comparison between GPUML and FIGTREE

proaches. A left preconditioner (Eq. 1.3) modifies the right-hand side in the problem whereas the right preconditioner
(Eq. 1.4) does not. This difference has been exploited in creating the flexible GMRES [12] algorithm where the pre-
conditioner is changed every step. In flexible GMRES, the preconditionerM is allowed to change over each GMRES
iteration. Such a flexible preconditioning has been proved to have good performance.

Flexible GMRES is a modified right preconditioning for GMRES, where the underlying preconditioner can be
changed during each iteration of the algorithm, thus resulting in a flexible approach. The flexible GMRES algorithm
is shown in Algorithm 1. FGMRES can be accelerated by evaluating theKzj using FIGTREE/GPUML. Because the
accuracy of the matrix-vector product is important for the performance of the FGMRES algorithm, double-precision
computations must be used inspite of the additional cost that will be incurred.

REMARK 3.1. The FGMRES algorithm does not explicitly need the preconditionerM−1. Instead, all that is
needed is a way to solve a linear system with the matrixM.

Simocini et al. [14] use a Krylov approach as a preconditioner, this approach is termed as theinner-outer Krylov
method. In other words, the systemMjzj = vj (Step3 in Algorithm 1) is solved using another Krylov method
(inner Krylov), which is then used to precondition the outer Krylov iteration. We adopt a similar technique for our
preconditioner, where we use a low-accuracy inner Krylov method.

REMARK 3.2. Because it is difficult to guarantee the symmetry of the system for all the flexible preconditioned
iterations, conjugate gradient cannot be easily used for outer iterations.

3.1. Design of preconditioner. A good left/right preconditioner (M) is an approximate representation of the
matrix K, for which the solutionMjzj = vj should be easy to obtain. Conventional preconditioning relies on the
sparsity in the matrix and applying these approaches to dense kernel matrices would require O(N2) time and memory
complexity, which would negate the advantage gained by the fast matrix-vector products. Another possible strategy
is the construction of approximate inverses by banding the kernel matrix. However, banding the kernel matrix might
not work for larger bandwidths. Instead in this paper, we use a preconditioner in which the matrixM is a Tikhonov
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Algorithm 1 Flexible GMRES

1: r0 = (b−Kx0), β = ‖r0‖2 andv1 = r0/β
2: for j = 0 to m do
3: SolveMjzj = vj

4: w = Kzj (matrix-vector product)
5: for i = 0 to j do
6: hi,j = (w, vi), w = w − hi,jvi

7: end for
8: hj+1,j = ‖w‖2, vj+1 = w/hj+1,j

9: end for
10: Zm = [z1, . . . , zm], H̄m = {hi,j}1≤i≤j+1;1≤j≤m

11: ym = arg miny ‖βe1 − H̄my‖2, xm = x0 + Zmym

12: IF satisfied STOP, elsex0 = xm and GOTO1

regularized approximation to the matrixK.
Because a kernel matrix is positive semi-definite, an ill-conditioned kernel matrix would result if several eigenval-

ues are close to zero. For a Gaussian kernel, this occurs whenever the bandwidthh is very large. For the preconditioner
M, we propose to use,

M = K+σI(3.1)

Such a formulation would result inM whose eigenvalues areσ more than those ofK, but still close toK. For large
enoughσ, the preconditioner would be significantly better-conditioned compared toK. A standard conjugate gradient
(CG) approach can be used to solve the systemMjzj = vj in Algorithm 1. Because a preconditioner is required to
be only an approximate representation, the tolerance for the CG can be set at a higher value [6] (early truncation). As
the CG residuals are not the same for all the outer iterations, the preconditioner changes over each iteration, thus the
approach becomes a flexible variant of a preconditioned GMRES.

REMARK 3.3. A good preconditioner will improve the convergence of the iterative approach at the expense of an
increased cost per iteration. For a preconditioner to be useful, the total time taken by the preconditioned approach
should be less than the unpreconditioned approach.

The key advantages of the proposed preconditioner is that, becauseM has a functional representation, given
X = {x1, x2, . . . , xN}, xi ∈ Rd it is not necessary to explicitly construct the preconditionerM−1 as in conventional
preconditioners. The key computation in a CG iteration is a matrix-vector product,Mx and it is possible to accelerate
this using approaches discussed in section 2. Because the preconditioners are required only to be approximate, the
output accuracy will not be hampered by the use of single-precision computations as long as the outer iteration is
evaluated with high accuracy. For lower dimensions (< 10) and large data-sizes (>∼ 80, 000) where the FIGTREE
performs better than GPUML, a lowε-FIGTREE (single-precision) can be used. Single-precision GPUML can be
used in all other cases.

For a good trade-off between speed and accuracy of the FGMRES, we propose to use double-precision matrix-
vector products for the outer iterations and single-precision matrix-vector products for the inner iterations.

3.2. Effect of preconditioner parameters.Before testing the FGMRES algorithm with the proposed precondi-
tioner on various kernel methods, we explore the effect of the preconditioner parameters on the convergence. Because
a restarted GMRES loses the vectors generated in previous iterations, we used GMRES without restarts in all our
experiments, although this may increase the computational cost per iteration. The two parameters of the proposed
preconditioner are the regularizer constantσ and the tolerance for the termination of the inner conjugate gradient
iterations. We now explore the effect of these parameters on the performance of the preconditioner.

We generated random data points within a unit cube in3D. By varying the bandwidth (h in Eq. 1.2) of the
Gaussian kernel, we tested the convergence of the GMRES iterations with and without the proposed preconditioner
for a1000-sample dataset. Fig. 3.1a shows the conditioning of the Gaussian kernel matrix for various bandwidths (h)
and Fig. 3.1b shows the corresponding ranks. We did not consider the rank-deficient cases in these experiments.

3.2.1. Effect of regularizer (σ). In this test, we evaluated the performance of our preconditioner for various
values of the regularizer (σ). Note that for small values of theσ, the preconditionerM is closer to the actual matrix
K. However, whenK is ill-conditioned,M will also be ill-conditioned, thus hindering the convergence of the inner
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(a) Bandwidth vs Conditioner number (b) Bandwidth vs matrix rank

Fig. 3.1:Left: Effect of Gaussian bandwidth on condition number ofK,Right: Rank of the kernel matrix for various
bandwidths

CG iterations. The iterations and time taken by the preconditioned and unpreconditioned approaches are shown in
Figs. 3.2a and 3.2b. The maximum value the Gaussian kernel takes is1 and hence a regularizer of1 results in a
preconditionerM which is largely varying fromK, therefore its convergence is slower than other regularizers. As
the regularizer is decreased, there is no significant time/iteration difference between10−3 and10−6. A regularizer of
10−3 is therefore more appropriate because the resultingM is better conditioned than10−6.

REMARK 3.4. The choice of a regularizer involves a trade-off between the preconditioner’s accurate representa-
tion of the kernel matrix and its desired conditioning.

3.2.2. Effect of CG tolerance. In this evaluation, we tested the performance of the preconditioner for various
tolerance of the inner CG iterations. The corresponding performances are shown in Figs. 3.2c and 3.2d. A very
large CG tolerance (10−2) results in an early termination and hence poor performance of the preconditioner (in fact
there is no difference in the convergence by using such a preconditioner). There is a consistent difference in the
convergence (number of iterations to converge) for tolerances10−4 and10−6, but there is little to separate the time
taken to converge in the two cases. This is because although the outer iterations converge faster, the CG with10−6

tolerance takes more iterations to converge to the desired accuracy and hence an increased cost per outer iteration.
REMARK 3.5. The choice of tolerance for CG iterations is a trade-off between the required accuracy of the

solution of the preconditioner system (and hence the convergence of the outer iterations) and the related computational
complexity.

4. Experiments. We performed3 experiments in order to test the performance of our preconditioner. In the first
experiment, we tested the convergence of our approach with synthetic data. In the second experiment, we show the
performance of our FGMRES for radial basis function (RBF) interpolation, throwing light on the choice of FIGTREE
and GPUML. Finally, we compare the performance of FGMRES against a CG-based Gaussian process regression,
thus showing the usability of the proposed approach on standard datasets.

4.1. Experiment1: Test of convergence.In this experiment, we tested the convergence of our preconditioner by
comparing FGMRES with unpreconditioned CG and GMRES approaches. Because the kernel matrices are symmetric
positive semi-definite, CG is the widely preferred choice because of its lower cost per iteration. But we show in this
experiment, that FGMRES will beat the performance of CG asK becomes ill-conditioned.

For our preconditioner, we set the regularizerσ to 10−3 and the tolerance of the inner CG iterations to10−4.
Data points were generated randomly in a3-dimensional unit cube, and the convergence was tested on1000 and5000
points. The results are shown in Fig. 4.1. The number of iterations of our preconditioned approach is always less than
those for unpreconditioned GMRES and CG approaches.

The computational cost per iteration is the least for CG compared to GMRES and FGMRES. However, as the
kernel matrix becomes ill-conditioned, the number of CG iteration increases significantly; for highly ill conditioned
matrices, it can be seen that our FGMRES outperforms even the CG. As the data-size increases, FGMRES outperforms
CG even for smaller bandwidth as seen from Fig. 4.1d.

4.2. Experiment2: Radial basis function (RBF) interpolation. RBF interpolation [5, 18] can be used for
reconstruction of damaged images, filling gaps and for restoring missing data in images. The key computation in RBF
interpolation involves the solution of a kernel system. Most of the data in this application are2 or 3 dimensional,
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(a) Number of iterations (b) Total time taken

(c) Number of iterations (d) Total time taken

Fig. 3.2:Effect of regularizer (σ) and error tolerance of inner CG iterations on the preconditioner performance.Top:
Regularizer (σ) Bottom: Tolerance of inner CG iteration

where FIGTREE outperforms GPUML for some cases (Fig. 2.2a). In this experiment, we use the proposed FGMRES
with FIGTREE and GPUML for the inner and outer iterations (resulting in4 such combinations; FIGTREE for both
inner and outer Krylov iterations, GPUML for both inner and outer Krylov iterations, FIGTREE for outer Krylov,
GPUML for inner Krylov and vice-versa) and study the resulting performance in each case.

4.2.1. Image Restoration.In this experiment,80% of the pixels in a2D image were removed randomly and the
remaining pixels were used to interpolate data back using the Gaussian kernel. The interpolations were performed
on standard images (sizes256 × 256 and512 × 512). The original image, the noisy image input to the interpolation
and the interpolated image for aBaboonimage are shown in Fig. 4.2. The performances ofCameraman, Lenaand
Baboonimages are tabulated in Table 4.1. Although for smaller image (256 × 256), GPUML for inner and outer
iterations has the best performance, for larger images, FIGTREE for the outer iteration and GPUML for inner Krylov
iteration performs the best, in coherence with the proposed strategy in Section 3.1. The peak signal-to-noise ratio for
a processed image (R) gives the objective quality of the image with respect to the original image (I) and is given by,

10 log10


(
max(i,j) I(i, j)

)2√(
1
rc

∑r
i=1

∑c
j=1 [I(i, j)−R(i, j)]2

)
(4.1)

where, the imagesI andR are of sizer × c. A PSNR value above20dB indicates good image quality. The PSNR for
the noisy and restored image for each of the restored images is shown in Table 4.1.
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(a)1000 points,3 dimension; Total iterations (b) 1000 points,3 dimension; Total time taken

(c) 5000 points,3 dimension; Total iterations (d) 5000 points,3 dimension; Total time taken

Fig. 4.1:Performance of our preconditioner: regularizerσ = 0.1, tolerance for inner CG iteration:10−6

(a) Original Image (b) 80% data loss (c) Interpolated image

Fig. 4.2:RBF image restoration for Baboon image with80% data loss

4.2.2. Implicit function fitting [18]. In this experiment, we used a point cloud (of the “Stanford” bunny) with
34834 points (Fig. 4.3a), extended to104502 points by adding points along the normal inside and outside. Interpo-
lation here is similar to the image restoration, however the data is3 dimensional. After the interpolation coefficients
were determined, the interpolants were evaluated at8 × 106 points in a regular grid of200 × 200 × 200 from which
an isosurface (Fig. 4.3b) was generated using standard routines [18]. Double-precision data in this case is too large
to fit in the GPU; therefore GPUML for outer Krylov iterations was not considered. The performances for the other
combinations are shown in Table. 4.1. It can be seen that because the data size is> 100, 000 here, FIGTREE for inner
and outer iterations performs significantly better than other combinations, again agreeing with the strategy proposed
in Section 3.1.
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(a) Point Cloud (b) Implicit fitting

Fig. 4.3:RBF function fitting of a bunny point cloud

Data Type Method combinations
# iterationsOuter Krylov FIGTREE GPUML

Inner Krylov FIGTREE GPUML FIGTREE GPUML

Cameraman Image (256× 256) 62s 21s 57s 15s 17
Lena Image (512× 512) 93s 53s 109s 70s 9

Baboon Image (512× 512) 135s 76s 156s 96s 15
Bunny Point Cloud (104, 502 points) 49s 262s −− −− 9

Table 4.1: Comparison of the performance of FGMRES with FIGTREE and GPUML for outer and inner Krylov
iterations.Cameraman image:the PSNR of the input image was6.55dB; the PSNR of the restored images by all the
methods were20.86dB. Lena Image: the PSNR of the input image was6.63dB; the PSNR of the restored images by
all the methods were28.75dB. Baboon image:the PSNR of the input image was5.49dB; the PSNR of the restored
images by all the methods were18.08dB.Bunny: the mean error in the interpolation was< 10−5 in all the cases.

4.3. Experiment3: Gaussian process regression.Gaussian process regression is a probabilistic kernel regres-
sion approach which uses the prior that the regression function (f(X)) is sampled from a Gaussian process. For
regression, given a set of datapointsD = {X, y}N

i=1, whereX is the input andy is the corresponding output, the
function model is assumed to bey = f(x) + ε whereε is a Gaussian noise process with zero mean and varianceσ2.
Rasmussen et al. [9] use the Gaussian process prior with a zero mean function and a covariance function defined by a
kernelK(x, x′) which is the covariance betweenx andx′, i.e. f(x) ∼ GP (0,K(x, x′)). They further show that with
this prior, the posterior of the outputy is also Gaussian with meanm and covarianceV given by,

m = k(x∗)T (K + σ2I)−1y

V = K(x∗, x∗)− k(x∗)T (K + σ2I)−1k(x∗)

wherex∗ is the input at which prediction is required andk(x∗) = [K(x1, x∗),K(x2, x∗) . . . , K(xN , x∗). Herem
gives the prediction atx∗ andV the variance estimate of prediction, and the “inverses” here imply the solution of the
corresponding linear system.

The parameters associated with the kernels (eg.h in Eq. 1.2) are called thehyperparametersof the Gaussian
process and there are different approaches to estimate these [9]. Given the hyperparameters, the core operation in
Gaussian processes involves solving a linear system involving the kernel covariance matrix. Gibbs et al. [3] suggest
a conjugate gradientbased approach to solve the Gaussian process problem. Alternatively, it is also possible to use
FGMRES to solve the kernel system. Table 4.2 shows a comparison of the performance of Gaussian process regression
based on our FGMRES and CG [3] on various standard datasets [17]. We use FIGTREE for the outer iterations (both
in FGMRES and CG [3]) and compare the performance with both FIGTREE and GPUML based inner iterations for
FGMRES.

As the size and dimension of dataset increase, the performance of the GPUML-based inner iterations improves
significantly over the other two approaches (in coherence with Section 3.1). This is because, for larger problems, cost
per iteration in both CG and FGMRES increases, and thus a FGMRES that converges faster with lower computation
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Dataset Dimension Data size Gibbs et al. FGMRES (FIGTREE) FGMRES (GPUML)
Diabetes 3 43 0.04s (8) 0.13s (5) 0.07s (5)

Boston housing 14 506 1.05s (52) 3.22s (6) 0.90s (6)
Stock domain 10 950 4.51s (84) 12.89s (9) 2.25s (9)

Abalone 8 4177 26.66s (39) 54.78s (3) 9.78s (5)
Computer activity 13 8192 343.16s (89) 514.98s (7) 113.28s (12)
California housing 9 20640 3183.16s (144) 4911.03s (11) 994.08s (19)

Table 4.2:Performance of our FGMRES based Gaussian process regression against a CG based approach in [3]. Total
time taken for prediction is show here, with the number of iterations for convergence indicated within parenthesis. The
mean error in prediction between the two approaches was less than10−6 in all the cases

time becomes significantly better than the CG-based approach. This experiment further illustrates the utility of the
proposed FGMRES on a standard dataset. Note that, for larger datasets, although GPUML-based preconditioner has a
good computational performance, the convergence of the FIGTREE-based preconditioner is marginally better because
of the single-precision round-off errors on the GPU.

5. Conclusion. In this paper, we have proposed a novelTikhonov regularized preconditionerfor FGMRES (Al-
gorithm 1) to solve a linear system with kernel matrix. We have discussed two classes of algorithms (FIGTREE and
GPUML) to accelerate the kernel matrix-vector product in each iteration of FGMRES and have provided strategies
to select an optimal approach for a particular data. The convergence with proposed preconditioner is shown to be
an order of magnitude better than the unpreconditioned approach. Further, the proposed preconditioner can also be
accelerated using the fast matrix-vector product algorithms (FIGTREE and GPUML), resulting in a computationally
efficient solver. The performance is further illustrated in popular learning approaches namely, radial basis function
interpolation and Gaussian process regression. There is an improvement of upto∼ 8X in the number of iterations to
converge and∼ 3.5X in the total time taken compared to a conjugate gradient based approach. The core precondition-
ing strategy proposed here will soon be released as an open source package.
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