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INTRODUCTION 
A patient note is a clinical document, written by a physician, 

describing a patient under his or her care. Various kinds of notes 
document the patient’s status over time, and comprise the official 
medical record for legal and billing purposes. Composing these 
notes encompasses several disparate, but interdependent subtasks. 
Physicians gather and review previous and current patient data, 
such as lab results, physical exams, medications, and hospital 
events, to determine patient progress; select and input relevant 
information for the current note; and form appropriate assessments 
and plans for each patient. Currently, most of these subtasks are 
not supported by domain-informed assistance. While sophisticated 
systems exist for retrieving and visualizing clinical patient data 
(e.g., [1, 3, 5, 7, 9]), support for inserting this data into a patient 
note is limited, less flexible, and more complicated to use than 
editing notes manually in a generic word processing application. 
In practice, physicians often edit each current note by hand—
manually searching through previous notes and copying and modi-
fying material written for previous notes—a time-consuming and 
error-prone process. 

We are working with physicians in the New York Presbyterian 
Hospital (NYPH) Cardiothoracic Intensive Care Unit (CTICU) to 
design a user interface for patient note creation. We are develop-
ing new presentation techniques through which appropriate con-
tent can be recommended, and new interaction techniques for 
effectively browsing, selecting, and inserting these recommenda-
tions directly into the notes, as they are edited. 

 
RELATED WORK 

Our work builds on previous and current work in context-
sensitive information recommendation systems and recommenda-
tion systems for the medical domain [6, 10, 11].  Typically, these 
recommendation systems analyze user input in response to an 
initiation cue (e.g., upon typing or on pressing a “Search” button) 
and run system-specific algorithms for formulating queries, re-
trieving results from data sources, and ranking information sug-
gestions. The recommendation system then presents its sugges-
tions to the user and allows interactions with the recommended 
content items to assist in text entry completion [4] or to allow the 
user to navigate to recommended information [8]. For textual rec-
ommendations, a scrollable list of links or an interactive in-place 
drop-down menu might be presented. 

Recently developed visual analytics systems for recommend-
ing graphical information (e.g., sets of data points in the context of 
a larger trend) make use of visualization templates in the recom-
mendation view [2]. These systems focus on automated presenta-
tion of the retrieved content based on explicit user actions. De-
pending on the features of the data retrieved, as well as the current 
context of the user task, the content presentation may take differ-
ent forms or views in order to be most comprehensible. However, 
little work has been done to support patient note authoring tasks 
through the use of automated presentation of recommended con-
tent.  

 

RESEARCH 
Our system design uses both implicit and explicit user actions 

to initiate recommendation requests. It then automatically gener-
ates and presents context- and task-specific content recommenda-
tions according to features of the content data retrieved, as well as 
the note and task context. Physicians can interact with recom-
mended content, using textual menus and temporal visualizations, 
to directly insert recommended content items into the patient note. 

 We are building on a content recommendation engine [6] that 
detects information needs, formulates queries, processes results 
retrieved from the online patient record, past notes, and data ta-
bles, and extracts information from the retrieved content. We are 
adding a visual management component for managing recommen-
dation presentations and a user interaction manager for note and 
content recommendation interactions. We are also designing the 
following components with physicians in the NYPH CTICU to 
extend the content recommendation engine: 
Medical note template. This manages recommendation cues and 
system initiative and augments the existing input template of the 
recommendation engine. 
Visual recommendation templates. These determine how to pre-
sent retrieved recommended content (e.g., as a phrase or a chart).  
Interaction techniques. These allow the physician to select and 
group individual recommended content elements and directly in-
sert these into the note, in context. 
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